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Abstract
A Dark Matter Detector Based on the Simultaneous Measurement of Phonons and
Ionization at 20 mK
by
Thomas Alan Shutt
Doctor of Philosophy
vUniversity of California at Berkeley

Professor Bernard Sadoulet, Chair

One of the most important issues in astrophysics and cosmology is
understanding the nature of dark matter. One possibility is that it is made of weakly
interacting subatomic particles created in the big bang, such as the lightest particle in
supersymmetry models. These particles should scatter elastically of nuclei in a detector
on earth at a rate of =events/kg/week, and will deposit energies of a few keV. Current
attempts to detect these interactions are limited by a radioactive background of photons
and beta particles which scatter on electrons.

We have developed a novel particle detector to look for dark matter based on the
simultaneous measurement of ionization and phonons in a 60 g crystal of high purity
germanium at a temperature of 20 mK. Background events can be distinguished by our
detector because they produce more ionization per unit phonon energy than dark matter
interactions.

The phonon energy is measured as a temperature change in the detector by
means of neutron transmutation doped germanium thermistors attached to the crystal.
The ionization measurement is accomplished by applying a bias to implanted contacts

on the faces of the disk. Charge collection differs from the normal situation at 77 K in
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that no thermally generated free charge exists in the crystal at 20 mK. The collection
efficiency is good with an electric field of only =0.2 V/cm after the charged impurities
in the crystal have been neutralized by free charge created by particle interactions from
a radioactive source. For fields below this charge collection is poor, and affects the
amount of phonon energy measured. We have modeled this in terms of charge
trapping.

The r.m.s resolution of the detector is 800 eV in phonons and 600 eV in
ionization. We have tested the background rejection capability of the detector by
exposing it to neutrons from a 251Cf source which scatter elastically on nuclei. The
neutrons are distinguished at energies of a few keV, and the current background

rejection power is at least 10:1.
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L1) Evidence for dark matter

The nature of dark matter is a central question in modern astrophysics and
cosmology (1). Dark matter is a term for mass whose existence is inferred from the
gravitational dynamics of various astrophysical systems, but which exceeds the total mass
of luminous stars, gas and dust observed in these systems. This "missing" mass may in
fact play the dominant role in determining the spacetime geometry. of the universe -
whether it will recollapse at some distant time, or whether it will expand forever.

There is evidence for dark matter on several length scales (2, 3). Perhaps the best
known are measurements of angular velocity as a function of radius for objects (mostly
gas clouds) orbiting spiral galaxies (4). These "rotation curves" indicate that the
luminous parts of galaxies are embedded in spherical halos of matter with at least ten
times the mass of the visible stars, and which extend far beyond the visible edge of the
galaxy. About thirty times more mass still is found on larger scales in clusters of
galaxies. These are systems of thousands of galaxies believed to be in equilibrium, thus
the mass density can be inferred from both the velocity distribution of the galaxies (5, 6)
and from measurements of the temperature and density distribution of x-ray emitting gas
permeating the clusters (5, 6, 7). The mass of a number of clusters has also been
estimated from gravitational lensing of distant objects behind the clusters (8). Even larger
scales have been probed by mapping the distribution of peculiar velocities of galaxies
(motion which deviates from the over-all Hubble flow), and comparing these to
fluctuations in the mean number density of galaxies (9, 10). These methods yield several
times as much mass as for clusters, but are less certain.

It is convenient to describe mass measurements in terms of a cosmological
quantity. If the universe is isotropic and homogeneous on large enough scales (the
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Friedmann-Robertson-Walker cosmology), then its possible spacetime geometries are
"open", "closed" and "flat". A closed universe recollapses, an open universe expands
forever, and a flat universe expands at a rate which asymptotically vanishes in the infinite
future. A given mass density, p, can be described by the ratio 2=p/p., where p, is the
critical density that gives a flat geometry. This critical density varies with time and
depends on the expansion rate of the universe, which is described by the Hubble
constant. Figure 1.1 summarizes the amount of mass in the universe inferred from
various methods in terms of £2 (2). The mass in each system refers to the total mass in
the universe estimated from the sum of all such systems.

It is possible, at least in principle, to determine {2 by measurements of distant
objects that directly probe the geometry of the universe. One example is the brightness or
number density of distant galaxies as a function of redshift. Unfortunately the faintness
of very distant objects, and uncertainties in how galaxies have evolved in time prevent
these measurements from being very useful so far. Recently, efforts have begun which
measure distant objects, such as type IA supernovae (11), whose intrinsic brightness is
thought to be well understood theoretically.

There are two strong arguments that £2=1. The first is that if £ is bigger than one
(closed universe) or less than one (open universe), then as time evolves £2 very rapidly
approaches either infinity or zero, respectively. Only £2=1 is stable. Remarkably, direct
measurements (figure 1.1) indicate that in fact Q2 is currently of order one. If Q is not
exactly one today, then when the universe was 1 sec old £2- differed from 1 by only about
one part in 1016 (1). This problem of the "fine tuning" of £ at early times can be
avoided only if 2=1. The other argument comes from the theory of inflation, which
strictly requires that £2 be one (12, 13, 14).

A final important point is that the age of the universe is specified by Q and the
value of the Hubble constant, which is known to within about a factor of 2. With Q=1,

this age is consistent with the age of the universe estimated from primordial radioactive
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isotopes, but may be too young to be consistent with the ages of the oldest stars as

deduced by stellar evolution theory.

1.2) The nature of dark matter

Interestingly, particle physics and cosmology offer some clues as to what dark
matter may be. As the early universe cooled below the binding energy of nuclei, the
lightest elements were formed. The cross-sections for the relevant nuclear interactions
are well known, and the abundances of the elements and their isotopes can be calculated
as a function of the mass density of the universe in baryons, or 2g. The theoretical
values agree remarkably well with the measured primordial abundances (15, 16, 17),
provided that £3=(0.016+0.002)/h2. Here h describes the indeterminacy in the Hubble
constant, H, via H,=100h km/s/Mpc, and 0.5<h<1. Note that even the lowest possible
value implies that at least some of the dark matter in galaxies is baryonic. This may be in
the form of brown dwarfs - planet like objects with insufficient mass to begin nuclear
burning. Experimental searches for such objects have begun, and should be able to detect
them if they constitute a significant fraction of the halo of the Milky Way (18, 19). On
the other hand, the upper limit to {23 seems smaller than the mass measured for all scales
greater than galaxies. If these results are confirmed, then we may be forced to accept the
fact that at least 80% of the universe is non-baryonic.

If dark matter if it is not baryonic, then it may be made of neutrinos, or perhaps
new particles not described by the standard model of particle physics. A powerful
constraint can be placed on the amount of any elementary particle left over from the big
bang if this species was once in thermal equilibrium with the other constituents of the hot
plasma of the early universe (20). Thermal equilibrium here means that the number
density of this particle, &, and its antiparticle, & , is maintained via interactions of the type

86 & XX where X represents all other particles in equilibrium. If, at a given point in
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time, the temperature of a particle in equilibrium is greater than its mass, the particle is
then relativistic and has a number density which is independent of its mass. As the
temperature of the universe cools below this mass, the particle becomes non-relativistic
and the number density of the particle drops exponentially because only the reaction
66 — XX remains energetically favorable. However because the universe is expanding
and the gas is becoming dilute, it is possible for the interactions maintaining thermal
equilibrium to "freeze out", fixing the number of the particles.

Particles that freeze out when they are relativistic are called "hot" dark matter, an
example of which is neutrinos with a mass on the order of electron volts. Because the
number density of hot dark matter particles is independent of their mass, they have a mass
density proportional to their mass.

Particles that are non-relativistic when they freeze out are called "cold dark"
matter, and have a number density today, {25, that depends on the expansion rate of the
universe and the cross section for the annihilation reaction 85 — XX at the freeze out
energy. If there is an initial asymmetry between the number of particles and anti-
particles, this value of 5 is a lower limit. Note that protons, neutrons and electrons,
interact so strongly that none would be left today in any region of the universe where
there was not an initial particle-antiparticle asymmetry. However particles with weaker
interactions could still be around with large abundances. In fact particles with mass near
a proton mass will have Qs=1 if their annihilation cross-sections are roughly equal to
those of weak interactions. This intriguing fact may be a simple numerical coincidence,
or it could be a hint of a much deeper connection, namely that such weakly interacting
massive particles, or WIMPs, are the dominant constituent of the universe.

Since dark matter is the major gravitational constituent of the universe it plays a
major role in how the structures of galaxies we see today on large scales grew
gravitationally from small initial density perturbations in the mostly isotropic early

universe. These initial perturbations have recently been measured on large angular scales
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by the COBE satellite via their affect on the cosmic microwave background (21). Given
this starting point, it is easy to calculate the growth when the perturbations are small. N-
body simulations including fluid dynamics are needed when the gravitational dynamics
become non-linear. In these calculations hot and cold dark matter give rise to different
types of growth. Relativistic hot dark matter, for example, tends to damp out growths on
small scales.

This study of the large scale structure of the universe is a rapidly changing field,
and many conclusions are hotly debated. For a recent overview, see, for example, (22).
It seems that the structures seen today cannot have grown from the initial perturbations
measured by COBE without some dark matter present. Models based upon =1 that
include only cold dark matter roughly fit the data, but have trouble in many details. This
has been used to argue for the "death of cold dark matter", or for other models such as
ones that include both hot and cold dark matter. Better surveys of galaxy redshifts should
help in the near future to better measure the current large scale structure; at the same time
better measurements of anisotropies of the microwave background may also tell us more
about the spectrum of initial density perturbations.

If, as much of the above discussion suggests, an as yet undiscovered particle
dominates the mass of the universe, it is reasonable to ask where it fits into a particle
physics view of the world. Neutrinos exist, of course, and could either be hot or cold
dark matter. From the freeze-out argument it turns out that in fact neutrinos give £2=1 if
they have a mass of about 25 eV. The electron neutrino is too light to have a
cosmologically significant relic abundance, but the muon and tau neutrinos masses could
lie in the required range. As discussed in chapter 2, dark matter in the halo of our galaxy
will occasionally interact in a detector on Earth. Unfortunately, though, a light neutrino
will only impart an energy on the order of 10 eV in an elastic interaction with an electron

in a detector, making it very difficult to detect.

£




Cold dark matter could be a very heavy neutrino, or it could be the axion, a
particle well motivated by theory. Because axions would be created athermally in a phase
transition in the early universe, the freeze out argument does not apply to them. For a
certain range of parameters, axions could exist in large numbers, however, and some may
be directly detectable via their coupling to photons in a microwave resonance cavity.
Current searches have placed no cosmologically significant limits on them (23, 24),
though more ambitious experiments have been proposed. Finally, many supersymmetry
(SUSY) theories predict the existence of a stable particle remarkably similar to WIMPs
that would have been in thermal equilibrium in the early universe. Searches for

supersymmetric particles at CERN place their likely mass at or above a few tens of GeV.




Chapter 2: Detection of WIMP dark matter

2.1) Indirect detecti

If WIMP dark matter exists and is the dominant component of the universe then it
may have detectable signatures other than its enormous gravitational effect. In what
follows we focus our attention on dark matter in the halo of our galaxy. Most of the
information is taken from several good review articles on dark matter searches (25, 26,
27).

One class of dark matter experiments is to look for the products of WIMP particle-
antiparticle annihilation reactions. Balloon-borne experiments, for example, have
searched for antiprotons in cosmic rays from 88 — pp reactions, but have not set
cosmologically significant limits. Another technique is to look for neutrinos from
86 — vV annihilations (93). The largest rates should come from WIMPs that have been
trapped gravitationally in the Sun or tl;e Earth. Because weak interaction rates are so
small, WIMPs typically pass through the Earth or Sun unmolested. If their interaction
cross sections on ordinary matter are large enough, however, a significant number of
them can lose part of their galactic orbital energy through elastic scattering and become
trapped.

These trapped WIMPs can in principle alter the behavior of the Sun. The
cosmion, for instance, is a hypothetical type of WIMP that interacts just strongly enough
to carry heat from the center of the sun to the outer layers, thereby cooling the inside.
The model has been constructed so that this change in the core temperature solves the
problem of the deficit of 3B solar neutrinos. The cosmion has been essentially ruled out,

however, by experiments discussed below (28).




2.2) Di Jetecti

Another way to search for WIMPs in the galactic halo is to look directly for their
interactions in a particle detector (29). The rate of such interactions can be calculated as
follows (25). The dark matter halo is usually assumed to be spherically symmetric and

have a density of the form

2

P(ﬂﬂ%m»

where r is the radial distance, r. the radius of core the halo, and p, the central core
density. Typical values are r.=5.6 kpc and p,~1.0 GeV/cm3. The particles are assumed
to be in orbit about the center of the galaxy and to have a Maxwellian distribution of

speeds given by

v

2 ——
2
dn=Anov ¢ O

T 0'?1 , 2.1
where oy=210 km/sec, or 0.7x10-3 c. A is a dimensionless constant of order unity that
depends on the relationship between oy and the galactic escape velocity. With these
assumptions, 1 GeV WIMPs have a flux on earth on the order of 105 s-lcm2. Because
weak interaction cross sections are so small, however, most would pass through the earth
without interacting. Occasionally, though, there will be interactions that might be seen in
a detector. Of the various types of process that can occur, most attention has been given
to elastic scattering events on nuclei. These occur at a much higher rate than inelastic
nuclear interactions for these low energy WIMPs, and, as discussed below, give much
greater recoil energies than elastic interactions with electrons.

Elastic scattering is isotropic in the center of mass frame, with the recoil energy of

the struck nucleus given by

E, = —28 _mey2(1-cos(6")) 2.2




where my is the mass of the nucleus, mgand Eg are the WIMP mass and energy, and §*
is the center of mass scattering angle. Note that the recoil energy is largest when the
masses of the WIMP and target nuclei are equal. For halo WIMPs with mass =10 GeV
and a germanium target nuclei, the recoil energy is several keV.

The spectrum of recoil energies is found by convolving the velocity distribution,
equation 2.1, with recoil energy, equation 2.2. Account must be taken of the solar
system's galactic orbital velocity with respect to the velocity of the WIMPs in the
stationary halo. With the parameters of the halo specified, the shape of recoil energy
spectrum is a function of the WIMP and target masses only. The rate is determined by
the interaction cross section and by the number of WIMPs in the halo. For a given halo
mass density the number of WIMPs is inversely proportional to their mass. The cross
section is calculable for a given WIMP model, though in practice exact results are difficult
to obtain because the compton wavelengths of these low energy WIMPs are large enough
that they interact with the entire nucleus instead of a single quark. Thus the rate for a
given WIMP depends on the detector material. Some WIMPs, in fact, couple only to
spin and thus have appreciable cross sections only for nuclei with large net spin.

Recoil energy spectra for several WIMP masses in germanium are shown in
figure 2.1. The shape is quasi-exponential with the highest rates lying at lowest energies.
Heavier WIMPs give flatter spectra and larger average recoil energies, but lower overall
rates than lighter WIMPs. An approximate relationship between the average recoil energy

and the WIMP and nuclear masses is

4 2
(E,)=538 mNm‘*z( s )( V5ms _1) keV. 2.2
(my +m,)? \10 GeV A 300 k- sec

The scattering rates for supersymmetry WIMPs are quite model dependent, but in
germanium are typically on the order of 0.01 cnt/kg/day, or less. For a more complete

discussion of WIMP rates in various materials, see (25).
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The experimental challenge is clear. A detector with mass on the order of at least
1 kg is needed to obtain signals at the rate of events/week. To see the signal, the
radioactive background must be held below this limit. Further, the energies are in the
keV range, near the resolution limits of conventional detectors of this mass. Despite these
difficulties, several experimenis have in fact been carried out (30, 31, 32). Germanium
and silicon solid state detectors are placed in carefully designed low radioactivity shields
in an underground site. An energy spectrum is taken which is dominated by a
background of both line sources and a somewhat flat continuum. With the lines
identified, the background spectrum is fit and a limit is obtained to the amount of an
additional WIMP spectrum that can be present. This is illustrated in figure 2.2. As
discussed above, each WIMP spectrum is determined entirely by the mass of the WIMP
and the interaction cross section. An exclusion plot in mass-cross section space can thus

be mapped out in this way. Figure 2.3 shows the state of the art limit.

There are two ways to improve upon these results. The first is to reduce the
threshold of the detector, which means increasing its resolution. For a given WIMP mass
this improves the limit on cross sections somewhat since the interaction rate increases at
low energies. More importantly, it improves the lower mass limit since light WIMPs
deposit less energy. Indeed, much of the early enthusiasm for using cryogenic detectors
to detect dark matter arose from the possibility of having very low threshold detectors.
Lately, however, this enthusiasm has waned because lighter mass WIMPs have been
made less favorable by CERN experiments.

An alternate approach is to somehow reduce the background. It will probably be
quite difficult to significantly reduce the actual amount of radioactive background present.

The current experiments have already gone to extraordinary lengths to shield the detector
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from external radioactivity and cosmic rays, and to remove radioactive impurities from the
detector and its immediate surroundings. Most of remaining background, in fact, comes
from radioactivity in the detector itself. A much better option is to distinguish the signal
and the background intrinsically within the detector. This may be possible for one simple
reason: the signature of dark matter is recoils of nuclei, while the dominant background in
existing experiments is caused by photons and betas, both of which give recoiling
electrons.

There are several techniques that can distinguish recoiling electrons and nuclei.
One idea that has been proposed is to use a gas filled time projection chamber in which
recoils of electrons and nuclei are recognized by their different tracks in a magnetic field
(33). A drawback to this approach is that low gas pressures are needed and so a detector
of reasonable mass will have a very large volume. Shielding from radioactivity and
cosmic rays would then be extremely expensive. A more general technique is to find a
material which has several measurable excitation modes (e.g., scintillation, ionization,
and heat.) Recoils of nuclei and electrons can be distinguished if the recoil energy is
partitioned differently into the various modes for the two types of events.

Perhaps the most important excitation mode to measure is heat, since in many
systems most of the recoil energy eventually becomes heat. Atroom temperature or 77 K
this microscopic amount of energy is difficult, if not impossible, to measure in a detector
of macroscopic size. At temperatures near absolute zero, however, "cryogenic" detectors
can actually measure the thermal energy produced by individual particle interactions.

Other excitations modes that exist at higher temperature are still present at low
temperatures in many materials. There are also additional excitation modes such as
quasiparticles in a superconductor or rotons in superfluid helium. Heat itself is better
thought of as phonons at low temperatures, and the spectrum of phonons created by

events may reflect the nature of the interaction.
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Of the many possibilities for discrimination of electronic and nuclear recoils at low
temperature, our group has chosen to focus first on perhaps the most straightforward
detector approach. We simultaneously measure the ionization charge and phonons from
events in a semiconductor; recoils of nuclei are distinguished from recoils of electrons
because they are less efficient at producing ionization. The phonon measurement is
accomplished, essentially, by attaching a thermometer to a large semiconductor crystal
operated at a temperature of 0.02 K. Ionization created by an event in the semiconductor
is drifted out the crystal in a manner similar, but not identical, to the way standard
ionization detectors work at 77 K.

In figure 2.4 we anticipate the result of making a series of such measurements for
simulated spectra of background photons and WIMPs. As is done for conventional
ionization measurements, the axes are defined in terms of electron equivalent energy.
This means that both measurements are calibrated in terms of the energy of a recoiling
electron that would give this same signal. A 20 keV photon totally absorbed in the crystal
has 20 keV of "equivalent ionization energy" and 20 keV of "equivalent phonon energy"
in this scheme. A nucleus recoiling with 20 keV of energy after being struck by a WIMP
has less than 20 keV of equivalent ionization energy and more than 20 keV of equivalent
phonon energy.

Photons thus appear at a slope of one, while the line at higher slope is due
WIMPs. The relative partitioning of energy into phonons and ionization for electronic
and nuclear recoils is taken from a calculation performed in the 1960's by Lindhard and
his collaborators (34). The resolution of both measurements is taken to be 500 eV. The
absolute calibration of phonon energy and the number of charge pairs created by events is

discussed in subsequent chapters.
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Figure 2.4 Gedanken experiment where both ionization
and phonons have been measured for recoils of both electrons
and nulcei. The experimental resolution on each measurement
is taken to be 0.5 keV
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The hypothetical result shown in figure 2.4 ignores one important detail. As Ng
charges are drifted out of the crystal under a voltage V, they deposit an energy E=eNgV
in the form of phonons in the crystal. In germanium, for example, a charge pair is
produced for every 3 eV of photon energy; thus at a 3 V bias this drift energy is equal to
the total recoil energy from the initial interaction. At the thousand volts or so bias needed
in conventional detectors at 77 K the drift heat would dwarf the recoil energy. Paul Luke
has in fact suggested using this "thermal amplification" of the ionization signal to achieve
high mass, high resolution detectors (35). It has also been observed by one other group
(36). Unfortunately, this large amplified phonon signal is really just another
measurement of the ionization charge, and cannot be used to distinguish nuclear and
electron recoils. The charge must therefore be collected with a relatively small bias, the
maximum value of which depends on the resolution of both the phonon and ionization
measurements. |

When a bias, V, is used to collect charge, the total measured phonon energy, E,,
becomes E,=Eg+eNgV where Ey is phonon energy created by the initial interaction. As
we show in chapter 5, Ey=E,, where E, is the recoil energy. (In general one might expect
that E4<E, if all the recoil energy is not converted to phonons.) Figure 2.5 shows the
actual values of E,, and Ny for recoils of electrons and nuclei with V=0 and V>0. The
axes differ from the electron equivalent energy convention used in figure 2.4 only by a
rescaling factor. For clarity the lines are shown without simulated errors. Clearly as V is
increased the two lines move closer together.

We define € as amount of recoil energy required to create a charge pair so that
Ng=E,/e. For electron recoils £=¢,=3 eV and for nuclear recoils e=gy=10 eV. The

measured phonon energy can be written (using E4=E,) as E,,=Np(e+eV). The distance in
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and with a bias of 1.0 V.
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the vertical (phonon energy) direction between points on the two lines with equal Ng is
given by

AE,=Ng(en-£.),
which is independent of bias. This is because for a given value of Ng the same amount
of drift heat is added to each line. However the distance in the horizontal (number of
charges) direction between a point on the nuclear recoil line with phonon energy E to the
point on the electron recoil line with the same measured phonon energy, E,,, (but not

equal Ey) is
Ey — &,

AN =Ey en(e. +ev)’
which decreases like 1/V for large bias. The two lines will not be resolved if this distance
becomes comparable to the width of lines as determined by the resolution of the detector.
Another way of looking at the situation is to explicitly subtract out the drift heat
term, eNgV, from the measured phonon energy. The recoil energy E,=E, is then plotted
on the vertical axis and the position of the lines is independent of bias. The uncertainty in
the charge measurement, oy, however, leads to an uncertainty oyeV in the energy that is
subtracted from both lines. The measured resolution in phonons, Og ,;, is given by the
quadrature sum of this variance and intrinsic variance of the phonon measurement, Og.

Expressing the variance in the ionization measurement in terms of equivalent electron

energy we finally find that
2
O%',m = O% +(GN88_VJ .

e
Currently in our 60 gm detector the resolution in both measurements is about 700 eV
equivalent electron energy. The bias for which o », increases by 2 is thus 3 V. This
is illustrated graphically in figure 2.6, where simulated measurements with the drift heat
term subtracted out are shown for several bias voltages and with an r.m.s. resolution in
each measurement of 500 eV. The axes here are once again defined in terms of electron

equivalent energy.
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To close this section, it is worth noting that it may be possible to get around this
problem if the phonons created by the drifting charges have a quite different energy
spectrum than the phonons from the initial event. However it will be necessary to have
phonon sensors that are sensitive to this difference, and the small amount of energy from

the initial recoil must be measured in the face of the larger, though distinct, drift energy.
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Figure 2.6 Simulated measurement with the drift heat subtracted from the
phonon energy at three different charge collection biases.
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3.1) Cryogenics

The measurement of the thermal energy created by individual particle interactions
can only be achieved at temperatures well below 1 K, as will be discussed in chapter 4.
We have therefore cooled our devices in a Model 75 dilution refrigerator made by Oxford
Instruments. The base temperature of the refrigerator was =15 mK before wiring was
installed and has been =18 mK thereafter. I spent much of my first two years of work
with this group installing and learning to operate this refrigerator. Appendix A lists an
operating procedure for the refrigerator that I wrote.

The temperature of devices can be varied by adding electrical heat directly to the
coldest point in the refrigerator, which raises its temperature. Most of the results
described here were obtained neai the base temperature of the refrigerator. Because
temperature controllers do not work well near the base temperature, we typically adjusted
this power manually.

We use two methods to determine the temperature. One elegant and powerful
method is to measure the degree to which thermal energy randomizes the spins of nuclei
in an ordered crystal of 60Co in the presence of a known magnetic field. This
randomness is a direct probe of the absolute temperature as defined by statistical
mechanics. Itis a cumbersome technique to actually use, however, and is most sensitive
at temperatures below about 25 mK. Because of this, for normal use we calibrated
several neutron transmutation doped, or NTD, Ge thermometers (described in greater
detail in chapter 4) against the ®0Co method and against a commercially produced
thermometer at temperatures above 50 mK (Lakeshore GRT 200). These NTD Ge
thermometers have excellent long-term stability, and high temperature sensitivity, but
unfortunately tolerate less than 10-12 W of power at 20 mK before self-heating, and
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hence are difficult to read out using a conventional conductance bridge. We usually
measure the resistance of our thermometers by taking IV curves by hand using low noise

voltage amplifiers (PAR model 113) as described in detail in Ning Wang's thesis (37).

32) C C

There are two systems of wiring installed on the refrigerator. One is a set of 18
unshielded, moderate resistance (=200€2) wires with =4 nF of stray capacitance to ground
per wire. This capacitance makes them unsuitable in most situations for all but the
slowest signals, and hence they were used mainly for thermometry and to set DC bias
voltages. For more details about wiring and heat sinking, see appendix C.

The other system is used for the primary signals from the detectors, and is
designed for low noise and high speed. We make two basic measurements: a voltage
measurement for the phonon sensors, and a charge measurement for the ionization.
Simply bringing wiring out of the refrigerator to commercial amplifiers is not an attractive
option for either of these measurements. The cables used would be nearly 2 m long, and
thus, if made of typical coaxial cable, would have roughly 200 pF of capacitance to
ground each. This is about ten times higher than the intrinsic capacitance of the
thermistor in the voltage measurement and of the detector in the ionization measurement.
Extra capacitance means a loss of speed in the voltage measurement, and a decrease of the
signal to noise in the charge measurement. In addition, long cables increase the
susceptibility to microphonics noise and to interference from external electromagnetic
waves.

Another option is to bring part or all of the amplifiers into the refrigerator as close
as possible to the detector. There are two problems with this approach: the power
dissipated by the amplifiers is now located in the refrigerator and must be either removed

or minimized; and not all electronic components can work at low temperatures. We chose
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to separate out the "front end" JFETSs of our amplifiers and to place them in the inner
vacuum chamber of the cryostat. They are housed in a 4K environment (where their
several mW of power dissipation can be tolerated) and heated to a temperature of roughly
140 K. Mechanical constraints in the refrigerator force this housing to be about 36 cm
away from the detector at 20 mK.

This arrangement gives us a relatively open space between the detector and the
FET housing. In this space we have constructed "vacuum coax" wires running directly
from the 20 mK detector to the 4 K FET housing. As discussed in appendix D, these
wires have low capacitance, and also a greatly reduced sensitivity to microphonics noise
as compared to standard coaxial or unshielded cables. Another advantage of this
arrangement is that we are able to operate the FETSs at any temperature above 4 K. The
noise of these silicon junction FETs in fact depends on their temperature and so we are
able to operate them where the noise is a minimum, which is roughly 140 K.

There are six such wires, each connected to the gate of an FET. The source and
drain of each FET are connected with coaxial cables to the room temperature cards that
complete the voltage and charge amplifiers. These cards are discussed briefly in appendix
E, and are described in detail in a paper by D. Yvon (38). In addition to the sensitive
signal wires and FETs, there are a number of coaxial cables running from room
temperature to the experimental region that allow such things as biasing and pulsing of
circuits, and for the feedback loop in the charge measurement circuit. Between room
temperature and 4 K all the coaxial lines are cryogenic coaxial cables from Lakeshore
Cryogenics. Most have stainless steel inner and outer conductors (Lakeshore model S1),
though a few have copper inner and outer conductors (Lakeshore model C1). Between 4
K and the base temperature region we installed coaxial cables made by Cooner (part
number AS421) that have stainless steel outer conductors and superconducting inner

conductors.

25



3.3) Devices

Nearly all of the results presented in this thesis were obtained with the first large
detector produced by our group, a 60 g device called E2. Most of the groundwork for the
design and production of this detector was work of Ning Wang, who has described it in
detail in her doctoral thesis (37). For the sake of completeness I will briefly describe it
again here.

The detector consists of a 58.4 g disk of single crystal ultra-pure germanium, 3.8
cm in diameter and 0.96 cm thick, which serves as the "target" for events. Electron-hole
pairs created by events are collected and measured in the target, and six sensors attached
to the target measure the phonons. The detector is shown schematically in figure 3.1.

The sensors are 1.3x1.3x.0.33 mm3 pieces of neutron transmutation doped
(NTD) germanium, which serve as a temperature sensitive resistors, or thermistors. The
characteristics of the NTD germanium used on E2 (NTD 12) are discussed in more detail
in chapter 4. A degenerately-doped contact layer is made on the top and bottom surfaces
of the thermistors by implanting them with boron ions to a depth of about 2000A with a
total flux of about 3x1014cm-2. A thin layer of palladium (=200 A thick) is deposited on
this contact, and serves to help gold stick to the germanium. Several thousand A of gold
are sputtered onto the palladium layer, and wires for thermal and electrical contact are
ultra-sonically wedge bonded to the gold layer.

Separate electrical connections are made to the gold contact pads on the top and
bottom of each sensor. The connections to the bottom surfaces are made to gold pads on
the target crystal to which the thermistors have been attached. All electrical connections
are made with very thin (=17.5 pm @) superconducting aluminum wires that have
negligible heat conductivity and heat capacity at 20 mK.

The primary thermal link between the detector and the refrigerator is made with

three copper wires glued with a silver-filled epoxy to the deposited gold on top of the
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Figure 3.1 The 60 gm detector, E2. The scale is 2:1, and the
numbers next to the sensors are referred to in chapter 4.
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three sensors in the center of the detector. These wires are glued with the same epoxy to
electrically insulating heat sinks made of copper-kapton-copper sandwiches on the
refrigerator. The dominant thermal impedance in this arrangement in fact is the boundary
resistance between the germanium in the sensors and the gold deposition on top of the
Sensors.

A key issue for the phonon measurement is the degree to which high energy
(=meV) nonequilibrium phonons are able to travel into the sensors across the interface
layer used to attach the sensors to the target crystal. Previous tests with a smaller device
had shown that bonds made with a metal-semiconductor eutectic interface are more
transmissive for high energy phonons than bonds made with a glue. Eutectic bonding is
a technique based upon the fact that a mixture of germanium and gold will melt into a
liquid phase, called a eutectic, at a temperature (356 °C) well below the melting
temperature of either element alone. For more details on this technique, see (37). Four
of the sensors on E2 were attached with this eutectic technique, and two others were
attached with a thin layer (=25 pum) of silver-filled epoxy.

The large target crystal functions as an ionization detector. The disk is p-type
germanium, with a net dopant concentration (n,-n4) = 2x1011cm-3. The top and bottom
faces of the disk have identical p* contacts made with boron implants like those on the
thermistors. These implanted regions serve as conductive planes, no additional gold layer
is deposited on top of them. A bias is applied between these surfaces, drifting charges to
the implanted contacts. The physics of this charge collection is the subject of chapter 5.
Note that the top surface of the detector serves electrically both as one of the charge
collection planes, and as the voltage at the bottom of each sensor. The wires attached to
the bottoms of the sensors are in fact used to define the charge collection voltage on this
surface. Electrical connection to the other side of the target crystal is made with an

aluminum wire attached to a small gold pad.
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Finally, in addition to E2, we constructed a simpler detector consisting of a 1 cm
x 1 cm square of p-type germanium 1 mm thick glued directly to a copper heat sink. The
ionization collection contact on one of the 1 cm? surfaces is a p* boron implant like those
on E2, while on the other side there is an n* phosphorous implant. A thermistor similar

to those on E2 was glued to the p* surface.

3.4) Voltage and charge measurements

Figure 3.2a shows the circuit used to measure the phonon signal in a thermistor,
and figure 3.2b shows the circuit used to make a charge measurement. Typical values of
various circuit components are shown in table 3.1. The amplifiers themselves consist of
a FET in the cryostat connected to a board outside, and are discussed in greater detail in
appendix D. The FETs we use are silicon junction FETs from InterFET corporation.
The complete electronics chain includes other modules following the amplifiers shown,

and is discussed in section 3.6.

The phonon circuit allows a relatively straightforward voltage measurement.
Electronically, the phonon sensor acts as a resistor (with a parallel capacitance) whose
resistance changes when its temperature changes, i.e., a thermistor. To the extent that
the load resistor is much bigger than the phonon sensing resistor, Rp»r, the current
through the sensor is approximately constant, /=V,/R}, and a change in the sensor
resistance, or, due to an event is measured as 6v=I-d. The actual form of r(f) and hence
ov(t), and the choice of bias voltage are discussed in chapter 4. Because or is negative
for a positive change in temperature, the signals are usually inverted when digitized.

It is important to note that the signal speed is limited by the time it takes to charge
the capacitors C, and C;, indicated in figure 3.2a. The relevant time constant is 7,=r),'Cy,

where 7 1=Ry14r-1, C/=C,+C),, and C, is the parasitic capacitance from the gate wire
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Figure 3.2 Circuits for (a) the voltage measurement of the
phonon sensor, and (b) the charge measurement.
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Table 3.1 Values of various circuit elements

Voltage measurement R, 10 MQ
Co 3pF
Cp =~30-50* pF
r =0.1 - 5 MQ
FET 2N6453

charge measurement R 10 MQ
o 3 pF
Ry 100 MQ
Cy 0.4 pF
C. 5000 pF
Ca 16 pF
Cp =70-100* pF
FET NJ450L

*These values are estimates, and have large uncertainties.
and FET. In most of the work described in this thesis, however, R;=r=500 kQ, C;~80
pF, giving 7,=40 psec, much faster than the 0.5 msec rise and 50 msec fall times of
typical pulses. Another comment is that the amplifier has as a very large input
impedance, and thus, except for the capacitance it adds, merely senses the voltage v and
amplifies it by a gain.

The charge measurement, whose circuit is shown in figure 3.2b, is quite different
from the voltage measurement. The amplifier acts through a feedback network to keep its
negative input at a "virtual" ground. This virtual ground acts with the bias on the other
side of the detector to create an electric field that drifts electrons and holes created by
events to the implanted contacts. The amplifier supplies image charge to the bottom plane

of the detector to maintain the ground voltage as the charge drifts out, and the bias
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supplies image charge to hold the top contact at a constant voltage. The output of the
amplifier has to change in order to drive this image current through the feedback network,
and this change is the signal measured. Simply speaking, the charge produced in an
event is integrated on the feedback capacitor, Cr.

The actual mechanism of this process on time scales short compared to RCris
worth clarifying. Negative charge is supplied to the output side of the feedback capacitor,
inducing an equal amount of positive charge to build up on the other side, and an equal
amount of negative charge to flow to the bottom of the detector. The input terminal of the
amplifier supplies no charge itself, and the input side of the circuit remains strictly at
ground. The negative charge on the bottom of the detector exactly cancels the positive
charge Q drifting out of the detector from the event. An instant after the event, then, the
feedback capacitor has +Q and -Q on its input and output sides, respectively, and the
output of the amplifier is therefore at a voltage -Q /C. This charge on both sides of the
capacitor then flows through the feedback resistor discharging the capacitor. The voltage

at the output is thus

0 -x&
ov(t)=—=-¢ .
v(t) C,e

Note that the capacitance of the detector does not play a role in the signal. However it
does play a major role in the noise, as described below.

The rise time is assumed to be infinite here, but in reality is limited by the slower
of the time it takes for the charges to drift to the contacts and the amplifier's rise time. We
have implicitly assumed an ideal amplifier with infinite gain, while in reality the gain of
the amplifier is attenuated at high frequencies. It is this attentuation that determines the
amplifier rise time. Charge amplifiers can have rise times of several nanoseconds, but we
had to limit ours to about 1 psec because phase shifts in the =2 m long cables between the

FET and room the temperature card cause oscillations at higher frequencies. This risetime

32




does not depend explicitly on any of the circuit elements shown. The fall time, RfCy,
with the circuit values of table 3.1 is =40 psec.

It is inconvenient to combine the phonon and charge measurements on the same
device when each is configured exactly as shown in figure 3.2. One contact of the
detector must serve as the ground (or at least a fixed voltage) for the phonon measurement
while at the same time helping to define the bias voltage for ionization collection. If
ionization is collected on this surface, then changes in the current through a thermistor
during an event will also be measured in the charge circuit. Our solution to this problem
is shown in figure 3.3. The ionization amplifier is coupled through a capacitor to the side
of the detector that is biased for ionization. Charge flowing to the detector on time scales
faster than the rolloff time constant of the bias circuit, 7=R,C.=5 msec, passes through
C. to the amplifier circuit and is measured without distortion. Signals slower than this
pass across the bias resistor and are not measured.

Working at low temperatures places certain constraints on electrical circuit
elements. Resistors made of such materials as carbon or metal-oxides have a resistance
that increases dramatically at temperatures below 1 K. Metal film resistors have nearly
the same resistance at milliKelvin temperatures as at room temperature, but are not readily
available in the standard solderable form for resistances larger than 2.2 MQ. When we
need resistances larger than this, we use 10 M€ NiCr chip resistors (MiniSystems, part
number MSTF 4-S-N-10M) that unfortunately require wedge-bonding for connections.
Each of these resistors has a parallel stray capacitance of about 3 pF. In the feedback of
the charge circuit this stray capacitance serves as the feedback capacitor, with no other
capacitor explicitly added. When we do need a capacitor at low temperature, it too must
be carefully selected. The dielectric constants of many materials, especially those with
large dielectric constant, change dramatically with temperature. We have only used

silver-mica capacitors, and have thus been limited to capacitances less than 10,000 pF.
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Figure 3.4 The AC voltage measurement scheme.
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3.5) Noise

One of the more important experimental challenges we face is achieving the lowest
possible electronic noise. Because light WIMPs deposit small amounts of energy,
reducing noise to maximize sensitivity allows a more comprehensive test of the possible
WIMP mass range. Although noise reduction is a somewhat standard subject treated in
many books (see, for example, 39), there are certain problems and opportunities unique
to cryogenic electronics. A more detailed discussion of this subject, which consumed a
great deal of my time in graduate school, is found in appendices D and E. Here I briefly
discuss the most important results.

The dominant noise sources in the phonon measurement are the voltage noise of
the FET, the Johnson noise from the thermistor and microphonics pickup in the gate
wire. The voltage noise of our FETs is currently about 1.5 nV/Hz!/2 at frequencies
above a few hundred Hz, though it is possible to obtain FETs with a noise that is about
half this value, or even lower. The Johnson noise of a =1 MQ thermistor at 20 mK is
also about 1 nV/Hz!/2, a tiny fraction of the 130 nV/Hz1/2 it has at room temperature.
Both of these voltage noise sources appear at the input to the amplifier, thus they compete
directly with the signal. Microphonics, on the other hand, is a source of current injected
directly onto the gate wire input to the amplifier. It is caused by microscopic vibrations of
the wire and its surroundings. This current noise, &/, flows across the thermistor giving
a voltage noise & 7 that competes with the signal. The measured "power spectral density"
of the noise as it appears at the input to the amplifier in the voltage circuit is shown in
figure E.2 of appendix E. Below 500 Hz the noise is mostly microphonic (though there
is some 60 Hz pickup) and above 500 Hz it is dominated by the frequency independent,
or "white", FET noise.

The noise in the charge measurement is also dominated by the FET noise and

microphonics, but is a bit more subtle to understand. Microphonically generated current
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at the gate flows through the feedback network, giving a voltage drop o/ Zs across the
feedback network whose impedance is Zf. Because the input to the amplifier is at virtual
ground, this voltage appears at the output. The voltage noise of the FET will also push
current through the feedback network, but only to the extent this current can also flow to
ground on the input side of the feedback network through the detector capacitance, Cy,
and the parasitic capacitance of the FET and gate wire, C,. Calling the total input
impedance due to these capacitances Z;, the FET noise e, causes an output noise ¢, in the
frequency domain given by eo=e,,(1+Zg/Zf).

This noise can be roughly understood by noting that at high frequencies it reduces
to e,=e,'(Ci/Cy) where C=C4+Cp, and Cy is the feedback capacitance. Since the pulse
height scales like 1/Cy, the signal to noise ratio scales like the inverse of the input
capacitance. Figure E.5 of appendix E shows the voltage noise of the charge circuit, this
time as it appears at the output of the amplifier. (For the charge measurement it does not
make sense to talk about the voltage noise at the input.) Just as in the phonon
measurement, the noise is dominated by microphonics at low frequencies. At frequencies
above a few kHz it is =200 nV/Hz!/2, consistent with e,=e, (Ci/Cy) where e,~1

nV/Hz!/2, C;=80 pF, and C=0.4 pF.

3:6) AC phonon measurement

As is clear from the voltage noise measurement shown in figure E.2 of appendix
E, 1/f noise, microphonics and 60 Hz are an order of magnitude larger than the FET noise
at frequencies less than about 500 Hz. Unfortunately this is precisely where most of the
phonon signal lies. To circumvent this problem we often use an AC biasing scheme (40)
shown in figure 3.4. The thermistor is biased with a sinusoidal voltage. If, for the
moment, we ignore the capacitances and assume Rp»r, then the current is
I()=I,cos(2nf,t), where I,=Vi/Rp, and the total voltage at the thermistor is
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v(t)=I,r(t)cos(2mf,ot)+en(t)
where e,(¢) is the noise. This signal is then mixed with (i.e., multiplied by) a reference
signal of frequency f, in phase with the bias. The mixing process, which is performed
with a PAR 128 lock-in amplifier, affects the signal part of v(f) and the noise differently.
After the first stage amplification and mixing, the signal portion of the "output"
voltage, referred to the input of the amplifier (i.e., with the gain G of the first stage

amplifier divided out), is given by
Vou (1) = Ir(£) cos? 27f 1)

=] or(t)—;-(l +cos(47f 1))

Half of the signal appears at its normal frequency, and half appears as the amplitude of a
2f, signal. A steep filter (8 pole Bessel) with a cutoff frequency higher than changes of
interest in r(f), but well below 2f,, is then used to remove the 2f, term, so that the final
signal is

v, (1) = %Ior(t)l .
Thus the event is recovered intact, but reduced by a factor of 2.

The noise, however, is not affected by the sinusoidally varying bias. The mixing
then effectively separates the noise into a component at f+f, and a component at f-f,. The
noise at low frequencies after mixing is therefore the sum of the noise just above and just
below the reference frequency before mixing. The bias frequency can be picked to be
outside the frequency range where microphonics noise dominates, and so the noise after
mixing at low frequencies is basically the flat noise of the amplifier near 1 kHz.

Figure 3.5 shows the noise referred to the input of the amplifier obtained after
mixing at 1 kHz. For clarity the thermistor is unbiased, otherwise there would be a large
signal at 2f,=2 kHz. The overall decrease in the noise with frequency is due to a slight

rolloff in the mixing circuit. The low frequency noise can be clearly seen on both sides of
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1 kHz, and the noise below 500 Hz is just the flat noise from the FET and the Johnson
noise of the thermistor.

This technique works only because the dominant microphonic noise physically
originates on the gate wire and is unaffected by the sinusoidal current bias on the
thermistor. If the dominant noise were a 1/f fluctuation in the thermistor resistance, for
instance, this noise would appear at f,, after biasing, and then be mapped back down to
low frequencies by the mixing process along with the signal.

There are several factors that constrain the bias frequency besides the basic
requirement that it be faster than changes of interest in r(f). The most stringent limitations
are that the frequency be higher than the microphonics noise, or well above =500 Hz, and
yet well below the roll-off frequency of the thermistor. This roll-off frequency is
fr=1/Q2nr,C), where C=C,+C,+Cp=80 pF, r;1=r-1+Rp-1, and r is both bias and
temperature dependent. This presents a problem in that the signal size roughly increases
with r, but f, decreases with increasing r. Typically r =1 MQ, for which f,=2 kHz. We
usually pick f,=1 kHz. If f,>f,, it is easy to show that the measured signal is divided by

a factor \/ 1+ (w,R)/C, /)2 where the parallel sums R, and C); are defined in section 3.4.

Two other constraints turn out to be less severe. One is that f, be smaller than the
roll-off frequency of the bias network, f3=1/(27RpCp)=5 kHz. Another is that f, exceed
the electron-phonon decoupling frequency within a thermistor, which is typically <200

Hz. This decoupling is discussed in chapter 4.
ignal Pr i n isiti
The full data acquisition system used when simultaneous measuring ionization

and the signal from one thermistor is shown in figure 3.6. The basic scheme consists of

digitizing the voltage versus time traces from both signals and digitally fitting them to
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obtain estimates of the phonon energy and number of charges for each event. The
ionization is used for a trigger because it is much faster than the phonon signal.

An important result from Fourier transform theory (the Nyquist theorem) is that
only information at frequencies at or below half the sampling frequency is correctly
measured in the digitization process. Any noise at frequencies above half the sampling
frequency, even if well above the relevant signal frequencies, will be "aliased" down to
lower frequencies during digitization, and cannot be removed after the fact; it must be
filtered out beforehand. We employ steep (6 or 8 pole) anti-aliasing filters whenever
digitizing signals. We use Chebychev filters when looking at noise in systems, since
these have a sharp corner frequency and fairly good flatness in the frequency domain.
For pulses we use Bessel filters because they are minimally distorting in the time domain.
When the AC bias technique is used on the phonon signal, the filter that removes the
carrier frequency also serves as the anti-aliasing filter.

In addition to these filters, a high pass filter with a corner frequency of =400 Hz
is used on the ionization signal to remove the low frequency microphonics seen in figure
E.5. A notch filter is also used to remove cross-talk from the AC biasing of the
thermistor.

For convenience, a digital scope is used as a discriminator to obtain trigger signals
from the ionization pulses. Events are digitized with LeCroy model 8192 waveshape
recorders in a CAMAC crate, and read out by a VAX model 3100 workstation. Each
recorder has several inputs, but samples all of them at the same rate. We digitize the
phonon signal in one module at a typical rate of 5 kHz, and the ionization in another,
typically at 5 MHz. Both signals are fit online in the time domain against a template
made from the average of many events carefully selected to have no pile-up. This fitting
is discussed in appendix F. Either the entire event, or just the fit results, are then saved
on disk. The documentation for the data taking code, which I wrote, is included in

appendix H.
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All the other elements of the data acquisition system are designed to cope with
pile-up in the phonon signal, which is illustrated in figure 3.7. Here the phonon signal in
E2, which is proportional to the temperature, is seen for a typical three sec time interval
when exposed only to the room background with no source present. For reference, a 60
keV photon gives about a 2.5 uV signal under the same conditions. There are several
problems associated with this pileup. One is simply that often a second event follows a
good event within the time window of the fit, thereby distorting the fit results. These
events are discarded by cutting on the chi-square of the fit.

A more serious problem is that large events significantly heat the crystal, so that
events following just after are distorted by the fact that the thermal system has been driven
into a non-linear regime. The fitting of the phonon signals includes a variable amplitude
falling exponential term that accounts for a previous event; distorted events can be
removed by examination of this amplitude. Practically speaking, though, data taking is
slowed considerably if all triggers are digitized and examined, since the majority of events
suffer from this problem. We built a module that examines the level of the phonon signal
at the trigger time, and inhibits the trigger if the voltage is outside a window near the
quiescent level. This "trigger conditioner" is shown in figure 3.6. Both the raw and
conditioned trigger rates are recorded by a scaler.

A final, and more subtle, pileup problem results from the fact that currently our
ionization and phonon signals have vastly different time scales. The phonon signals have
a 1-2 msec rise and 50 msec fall, while the ionization signals have a 2 psec rise and 40
usec fall. If a second event happens after the ionization digitization has stopped, but
within the first =msec of a trigger, it is difficult to distinguish this double event structure
in the phonon signal alone. The original event then appears to have a higher phonon
energy to ionization ratio than a photon, possibly mimicking a dark matter signal. One
way to deal with this is to continue to digitize the ionization for more than a millisecond

for each event, but this involves processing an inconveniently large number of samples.
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Instead we built a shaping amplifier that slows the ionization signal down enough so that
events can be seen when sampled at the same speed as the phonon signal. This is also
shown in figure 3.6. Unfortunately this reshaped signal has a poorer signal to noise ratio
than the raw signal, and therefore is not a good substitute for the primary ionization

measurement.
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Chapter 4: Physics of the phonon measurement

The physics of the phonon measurement, though in many ways the most
interesting aspect of our detector, has not been the main subject of my work. Neutron
transmutation doped (NTD) thermistors have been used extensively at temperatures
greater than about 300 mK (41, 42), and studied more recently at temperatures near 100
mK (43). Their basic behavior at 20 mK was first studied by Ning Wang, who
developed a "hot electron" model in which the electrons in the sensor thermally decouple
from the phonons in the sensor (37, 44). Another interesting and potentially quite
important aspect of the measurement is the degree to which we can measure high energy,
non-equilibrium phonons. As mentioned in the last chapter, the eutectic bonds employed
on E2 were designed to maximize the transmission of these phonons into the sensors
37).

For completeness, the basic ideas of the hot electron model are presented in this
chapter, and the expected pulses within the hot electron model are worked out it detail in
appendix G. Experimentally, however, we have not had time to continue the initial
careful study of the phonon measurement until quite recently. In the meantime the
electronics noise in the system has been reduced considerably, and the current
measurements are more sensitive than previous ones. The discussion of the experimental
results, then, is essentially a status report of work in progress. The goal is to help clarify

what measurements have been made, what is understood, and what is not.

+1) Thermistor behavi | the hot el iel

A typical current vs voltage (I-V) curve for an NTD thermistor on E2 is shown in
figure 4.1. As the current is increased the resistance drops, due to the heating of both the
thermistor and E2 as the power is increased. The power at any point on the curve is just
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IV. This non-linearity is a fundamental feature of the phonon measurement, and limits
the size of signals from events.
The resistance at the origin of the I-V curves (zero power) for NTD thermistors is

found to depend on the temperature of the device as
A
R= Roe\/;. 4.1

The conduction mechanism at low power is known as variable range thermally assisted
hopping conduction (45). Charges tunnel between impurity sites, a process which
depends strongly on their thermal energy. A recent calibration of the zero power
resistance of the thermistors on E2 is shown in figure 4.2, and is well described by
equation E.1. Although this data set only extends in temperature to =50 mK, the
resistances are a few MQ at 20 mK, and that they change by about 4 orders of magnitude
between 20 mK and 100 mK.

Certainly part of the non-linearity in figure 4.1 is due to the fact that E2 heats up
above the temperature of the refrigérator, thus 7 in equation 4.1 increases. However, as
described in (44), there is more of a decrease in resistance than can simply be accounted
for by the change in the temperature of E2. At temperatures as low as a few hundred mK
in NTD germanium (43) this is well described by the "electric field effect” (46), which
arises because the charge carriers acquire energy from the electric field during the hopping
process. However the electric field model does not appear to explain the behavior seen in
NTD germanium at 20 mK.

In the "hot electron" model the electrons in the thermistor are assumed to
thermally decouple from the phonons in the thermistor when power is applied to the
electron system, as represented in figure 4.3. This power can be both electrical and, we
believe, from high energy phonons created by particle interactions. Also shown in the
figure is the decoupling of the phonons from the heat sink due to the thermal boundary

resistance discussed in appendix B. The electron-phonon decoupling occurs because the
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Thermal circuit Electrical circuit

electrons T, 1%
P
 IRC
v
phonons T,
, _ .
J Py thermistor
heat sink

Figure 4.3 Thermal and electrical circuits
for electron phonon decoupling.

density of states of phonons and electrons decreases at low temperature, and hence the
rate of phonon-electron interactions which couple the two systems also drops.

Such an effect is well established in metals at temperatures near 20 mK. With a
power, P, applied to the electrons and then flowing to the phonons, the system comes to

an steady state where the electron temperature T, and the phonon temperature Ty, are

related to P by
P=g(T)-T;).

This is somewhat analogous to a thermal boundary resistance. The parameter g is an
extensive quantity, and scales like 1/volume. Thus the decoupling is smaller, for a given
power, in a larger sample. Note also that the power that can flow for a given temperature
difference increases very rapidly with temperature. The effect is thus only noticeable at
temperatures that are low on a scale defined by the parameter g.

In contrast to the case of metals where the electrons can be well approximated by
a free-electron gas, it is much less clear how to describe the charges from impurities in

NTD germanium. For instance, how valid is it to assign a temperature to the electrons
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undergoing hopping, and what phase space is available to these electrons? Because of
these difficulties, the theory has not yet been worked out to our knowledge, and we do
not have an analytical expression like that for metals. Instead we write empirically

P=g,p(T¢ ~Tg). 4.2
where the parameters @ and g, are to be found from experiment. An I-V curve like that
in figure 4.1 is then analyzed by presuming that at each point equation 4.1 is still valid,
but that the temperature is the electron temperature, which is given by equation 4.2. The
electrical power at a voltage v and current i is just iv. The temperature of the phonons
must be determined separately, as discussed below. N. Wang found that for NTD 12
thermistors, the I-V curves are well described with a=6.

The main argument for the hot electron model is that it predicts a time dependence
in the decoupling of electrons and phonons, as we discuss in detail below and calculate in
appendix G. Experimentally we find that if the phonon system is suddenly heated, the
electron temperature rises exponentially with a time constant on the order of 1 msec. The
mere- observation of this decoupling time is strong evidence for something like the hot
electron model. In the electric field model there is no explicit discussion of a time scale,
but if one exists it seems reasonable that it would be related to the hopping time, which is
presumably much faster than 1 msec.

N. Wang also tried to explain our static measurements at low temperature using
only the electric field model. When she did so (44) she deduced an electron hopping
length that does not have the temperature dependence predicted by the theory of variable
range hopping . Moreover, in measurements with a device that is heated to a fixed
temperature with the refrigerator operating at different base temperatures, the deduced
hopping length seems to depend on the refrigerator temperature. In our understanding of

the measurement such a dependence is unphysical.
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In principle E2 should be described by a much more complicated thermal picture
than the one in figure 4.3a. There are six sensors attached to the main crystal, and the
heat sinks are made to the tops of three of these sensors, not to the crystal itself.

However we usually model the system as looking much like figure 4.3, though
with a separate electron system representing each sensor. In so doing, we make the basic
assumption that the phonons in each sensor are in very intimate thermal contact with the
phonons in the bulk. For the eutectically bonded sensors this is probably appropriate.
Ideally we would like to know the thermal conductance of the interface, but it cannot be
measured on E2 because we cannot independently measure the phonon temperature in a
sensor which is being heated electrically. This can be done in differently configured
devices though we have not yet made such a measurement.

However in a separate test with a eutectically bonded sensor on a small (0.1 g)
crystal we observe phonon pulses with a few pisec rise time (37). Within our hot electron
model which predicts =msec rise times, this can only be understood if the eutectic bond
transmits high energy, i.e., non-thermal, phonons. Moreover, the transmission of
phonons should be related to the ratio of the phonon wavelength to the thickness of the
interface. Thermal phonons have a wavelength on the order of microns, while the meV-
type phonons we suspect we see across the eutectic interface have a wavelength on the
order of 100 A. Thus we expect in quite general terms for the interface to be quite
transmissive of thermal phonons. If the thermal conductance of this interface is quite
large compared thermal conductance due to phonons across both the sensor and E2, then
our treatment of the electrons in a thermistor as being connected to one unified phonon

system dominated by the bulk is appropriate.

51



The heat sinking of E2 physically consists of three copper wires glued with silver
filled epoxy to the top of the three central thermistors. The thermal conductance of the
wires (calculated using an average value of the conductivity of copper) is very large
compared to the boundary conductance between the thermistors and the gold metalization
on top of them. As discussed in appendix B, this boundary is expected to be described
by

P=g4(Tg-Ts) 4.3
where T is the heat sink temperature. In principle there is also a thermal connection
between the electrons in the gold metalization and the charge carriers in the thermistor.
Because the resistance of the thermistors is on the order of 1 MQ, however, this thermal
link is presumably not important. We thus treat E2 like figure 4.3, with the phonon
system, and not the electron system, being attached to the heat sink.

It is worth pointing out that for the thermistors that have been glued down this
approximation of one phonon system is probably not appropriate. The silver-filled epoxy
is highly thermally conductive, but we have two glue-germanium interfaces, each of
which should be similar to the interface between the germanium and the gold metalization
on the main heat sinks. The glued thermistors should thus be roughly as well coupled to
the bulk as the whole detector is to the heat sink. Again, however, we cannot measure in
situ the conductance of the glue joints for the thermistors on E2.

We usually analyze the behavior of a given sensor by ignoring the presence of the
other sensors. As we will show below, this is justified because the heat capacities of the
sensors are very small compared to the heat capacity of the bulk crystal. The behavior of
each sensor is then basically determined by the behavior of that sensor alone and the bulk

crystal.
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Experimental verification of the conductance described by equation 4.3 is
complicated by the fact that the temperature of E2 is somewhat uncertain near 20 mK.
The resistance of the thermistors has been calibrated against the temperature of the
refrigerator at higher temperatures, as indicated in figure 4.1. When the refrigerator is
near 20 mK, this calibration consistently indicates that E2 is several millikelvin warmer,
and is slowly cooling on a time scale of weeks. After about a month of running with the
refrigerator near 18 or 19 mK, E2 cools to =21 mK. This means there is some external
power source on the detector, perhaps from heat stored in the plastic ball and screw
assemblies used to hold the detector, or perhaps from epoxy used in several places on the
crystal. Part of this power may also come from radio frequency electromagnetic radiation
that leaks into the cryostat.

It is important to note that at the time of N. Wang's thesis, there was an additional
heat load on E2 that prevented it from cooling below about 30 mK. We eventually
discovered that this was due to a thermoelectric current caused by attaching the grounds
underneath two separate sensors to two separate wires made of different metals that come
out to room temperature. Breaking this loop immediately caused the detector to cool.

We measure the conductance between E2 and the heat sink by dissipating
electrical power in the crystal, and then measuring the zero power resistance on a sensor.
Electrical power is put into E2 by passing current between the gold pads on the bottom of
two different sensors. The current thus flows through the thin implanted contact. We
used this technique not only for slow measurements like the one described here, but also
to inject short bursts on energy to simulate particle events. The resistance between
various sensors was measured with a 4-wire technique and an Elektronikka model AVS-
46 conductance bridge. The resistance was stable to better than 0.05 % over several

different cool-downs, and is independent of the measurement current up to at least 30 pA.
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In table 4.1 we list the value of resistance between three different combinations of sensors
that we commonly use.

Table 4.1 Resistance of heating paths on implant of E2. S2 means sensor 2, etc.
Sensors 4,5 and 6 were connected together.

sensor combination R (Q)
S2-(S4,S5,56) 159.08+0.05
S3-(54,55,56) 67.00+0.05

S2-S3 146.05+0.05

Because of the excess power discussed above that prevents the crystal from
cooling to the base temperature of the refrigerator, the power in equation 4.3 is the sum of
the electrical power, P, and the external power, Py, whose value is not known a
priori. We then write

Pote+ Poyy = 80T —Ts).
In figure 4.4 we plot the sum of these powers vs Tg*-T*. The external power has been
adjusted by hand to obtain a straight line, and is equal to 2 5 pW. The measured value of

8os is quite close to the value N. Wang measured, and is given in Table 4.2.
4 rement of the thermi

All that we can learn of the static thermal behavior of the sensors is contained in
tﬁe I-V curves like that of figure 1.1, provided we also independently know the
temperature of the phonons in the sensors at every point. Within the hot electron model
we expect this measurement to be characterized by equation 4.2. For the eutectically
bonded sensors, as explained above, we believe that the phonon temperature in the

sensor, even when being heated, is the same as the phonon temperature in the bulk on
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Table 4.2 Various parameters of E2.

—

gos 1.75x10-4
gep S2 0.03*
gep S4 0.0034
gep S6 0.040

*The measurement of g, for sensor 2 has some uncertainties, as discussed in the
text.

E2. We can then determine the temperature of the phonons in the sensor by measuring

the zero power resistance of a separate sensor.

This has been done for sensors 4 and 6, and the results for sensor 6 are plotted in
figure 4.5 in terms of power versus T¢8-T6. The discrepancy in the figure between the
two different base temperatures is not fully understood, but may result from a small
parasitic heat lead due, perhaps, to radio frequency radiation. The curve is fit to extract

8eg, as defined in equation 4.2. We can perform the same measurement on sensor 2,
which is glued, but must bear in mind in this case that the phonon temperature in the
sensor is probably not strictly equal to the phonon temperature measured in a separate

sensor. The values of g.q found from these curves are shown in table 4.2. Note that the

new value for sensor 4 is a factor of =10 below the previous measurement by N. Wang.
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13a) Simple calorimet

Before discussing the phonon pulses in E2, which are rather complicated, let us
first consider the simple case of an energy E, being deposited in a crystal. If this energy

is small enough to cause only a small perturbation to the system we can write

81"=% 4.4

where C is the heat capacity of the detector. The smaller the heat capacity, the bigger the
temperature change we measure for a given E,. The heat capacity of a pure

semiconductor is dominated by the phonon system, and at low temperatures is well

M(T
c=e(3)

approximated by the Debye law

where ¢,=1946 J/K/mole, M is the mass of the crystal, A is the atomic weight and 6 is

the Debye temperature. This 73 dependence is the reason for cooling our detector to 20

mK. For germanium, with =374 K, we find

3
C=5.1x 10‘7(1) (M)i. 4.5
K g /K

For E2 at 20 mK this gives 2.5x10-10 J/K. Using this value, a 60 keV photon at 20 mK
causes a temperature change of 67'=38 uK, while at 30 mK 67=11 pK.

After this initial temperature rise energy flows to the heat sink and the crystal
cools. The thermal connection between the crystal and the heat sink is described by
equation 4.3. Dropping the subscripts for clarity, the power flowing out of the crystal is

8P = 4gT36T = G6T .
The temperature change of the crystal, dT} Jdt=T , is related to the total power flowing into
the crystal by
8P=C4T.
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Combining these two equations we get

CS8T =-GoT
which has as a solution
t
Or(t) = —Ii—‘,’e T 4.6
where
T= % . 4.7

This time constant is completely analogous to an RC time in an electrical circuit. Note
that in an actual measurement of 6T, the power dissipated by the measurement circuit
represents a "thermal feedback” that alters the time constant in equation 4.7 somewhat.
This is calculated in detail in appendix G.

Even if we could measure T directly, there is a limit to how well E,, is estimated.
A basic result from thermodynamics is that a system with a heat capacity C undergoes
energy fluctuations that, at a given point in time, have a value, 02, given by

oz =kT’C.

This fluctuation in E2 at 20 mKis 7.3 eV.

In reality, though, the thermal sensor is usually not sensitive enough for this
"noise" to dominate other electronics noise in the measurement. If we apply a current i to

the thermistor, we measure a voltage change év given by

or
ov=i—20T.
v laT

For many types of sensors or/dTl” decreases as the temperature increases. For instance in
NTD germanium, by equation 4.1,
A
or _ 1A 1[7_
—=—aFRe' .
oT 2\T
We would like to increase i to increase dv compared to whatever noise we have, but as

we do so the device heats up and dr /dT drops. Thus év does not simply increase linearly

with i, and there is a trade off between increasing the bias current and heating. Note that
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this will happen even if there is no electron-phonon decoupling, since the detector itself
will heat as the electrical power is increased.

Because of this, the measurement circuit must be taken into account when
calculating the theoretical resolution of the detector. The techniques involved in this
calculation are discussed breifly in appendix F. Moseley and collaborators have treated
the situation where there is no electron-phonon decoupling, and where the dominant noise
sources are thermal fluctuations and Johnson noise in the thermistor (47, 48) . They find
that the lowest achievable r.m.s. resolution is

Opm= CW
where & depends on the details of the sensor, and is on the order of, but somewhat larger

than unity.

- In appendix G we calculate the expected pulse shapes in a detector within the full
thermal model that includes electron-phonon decoupling. In the case of pure calorimetry,
which means that the energy from an interaction promptly becomes a temperature rise in

the phonon system, the voltage at the sensor is given by equation G.25, or

Sv(t) = i———"ﬁ’i—l—{e"sz' - e‘sl’} 4.9

where s, and s; are given by equations G.19.

Because there are two thermal components in the model, namely electrons and
phonons, there are two time constants in equation 4.9, 7;=1/s; and 72=1/s2. To
understand these two time constants, it is useful to define two basic thermal time
constants analogous to equation 4.7. The first is the electron-ph‘onon decoupling time

(equation G.11),
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where C, is the heat capacity of the electrons, and G, is the conductance between the
electrons and phonons. The term in parenthesis is a modification of the bare time
constant due to thermal feedback: as the resistance changes in response to temperature
changes, the electrical power also changes, which in turn affects the thermal system. The

other time constant is the time constant of the detector (equation G.13)

G
s¢=—-1—-=—£ 4.11
o Co

where Gy is the small signal conductance between the crystal and the heat sink, and Cy
is the heat capacity of the phonon system. The two time constants that actually appear in
equation 4.9, 7; and 7, are closely related to 7, and 7,. As we show in equations G.21,
if 7,«Ty (Which is usually the case), then 7)=7, and =7,

With the identification 71=7, and 72=7, equation 4.9 shows that the signal rises
with the electron-phonon decoupling time and falls with the detector time constant. Itis
important to note (see appendix G) that even if some of the initial energy from the event
goes directly into the electron system (which is not what we assumed above), there are
still only two time constants to the pulses, provided that this energy is deposited

promptly.

One of our long term goals is to measure the high energy phonons created by a
particle interaction before the total energy from the event simply becomes a temperature
change of the detector. The full spectrum of phonons created by a particle interactions,
and what happens this spectrum in time is the subject of much current interest (49, 50). It

has been proposed that there is an initial "fireball" consisting of a high density of high
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energy optical phonons. The phonons in this region rapidly down-convert to lower
energy phonons, and the ball expands. For acoustic phonons that have cooled to the
linear part of the dispersion curve, the decay rate is proportional to @ where @ is the
phonon frequency. Thus they live longer at lower energies, and near 1 meV (equivalent
to =10 K) are expected to live as long as many msec. (Note that this does not imply that a
thermal distribution of phonons cannot cool below =1 meV. Inelastic phonon-phonon
interactions allow phonons to maintain thermal equilibrium at any temperature. At low
temperatures, however, there are no 1 meV thermal phonons, and so a low density of
high energy, non-equilibrium phonons created by processes such as particle interactions
can be long-lived.)

The =1 meV phonons move with the phonon group velocity of =3 km/sec, or 1
cm in =3 psec, and propagate preferentially along the so-called "phonon-focusing"
directions. In germanium, however, they scatter frequently because of the different
isotopes in the crystal. It is not clear how the phonons eventually lose energy and
become thermal, though presumably down-conversion occurs in interactions at the
surface of the crystal or at the sensors. To the extent that the down conversion process is
slow, the crystal can perhaps be thought of as a "mirrored box" with a gradually
dissipating dilute gas of high energy phonons.

The purpose of the eutectically bound thermistors is to have as many of these high
energy phonons as possible transmitted into the thermistor. In separate tests with 60 keV
photons interacting directly in a thermistor, we have observed pulses with electronics-
limited rise-times of =2 psec. This is much faster than the electron-phonon decoupling
time in the hot electron model. We believe this short rise time is due to high-energy
phonons in NTD germanium coupling directly to the electrons.

A simple way to model the response of the detector to long-lived high energy
phonons is to consider the energy from the event to consist of two components: a power

on the electron system from high energy phonons, and a power on the phonon system
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from thermalized phonons. In appendix G we treat the case of high energy phonons
decaying away exponentially with a time constant 7,=1/s;. If these phonons dump a
fraction 7 of their power into the electron system and the rest into the phonon system, the

resulting pulse is (equation G.27)

ov(t) =i ﬁi{ So — 52 e % 4+ Sh — S0 ey
r oT (s;—52)(sy = $2) (5 = 55)(s1 = 5.)

_ 51 =% e-sll} NEysy .
(81— 52)(51 = 5p) Ce

where s; and s; are the same as in equation 4.9. Note that the phonon lifetime direcly

appears in the pulse shape, so that there are three time constants.

14 C . i} .
4.4a) Basic pulse shape

In figure 4.6 we show the signals in sensors 2, 4 and 6 for a background photon
which deposited =1.3 MeV in the detector. These signals are quite typical of what we see
for all events. In order to measure the phonon signal without distortion, we did not use
the AC bias technique discussed in chapter 3, and we modified the amplifiers discussed in
appendix E to have a low-frequency roll-off well below 1 Hz. This meant that we
suffered from the low frequency noise visible in figure E.2. We can barely detect 60 keV
photons in this arrangement, and so had to measure events that are quite large. As a final
note, we carefully checked that the electrical time constant was roughly 50 psec or less,
and so did not affect the signals significantly.

The signals in the three sensors have fairly different shapes, and somewhat
different pulse heights. They can be quite well fit in the time domain to a sum of three
exponentials with arbitrary time constants and amplitudes. The results are listed in the

table included in the figure. It is quite apparent to the eye that sensors 4 and 6 have more
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than one fall time, while for sensor 2 this feature seems less pronounced. For some time
we had taken this as being due to the fact that sensor 2 is glued while 4 and 6 are
eutectically bound. However it is clear from the fit results that the signal in sensor 2 also
has three components, and the amplitudes of these components have roughly the same
ratios between them as those for serisors 4 and 6. The primary difference between the
sensors for this event is that the time constants are fastest for sensor 4, slower for sensor
6, and slowest for sensor 2.

We would of course ultimately like to quantitatively understand this pulse in terms
of one of the models discussed above, but we have not yet progressed to this point.
Instead, let us first consider these three time constants in general terms. It seems
reasonable that the long time constant is basically the time constant of the crystal given in
equation 4.11, assuming that mixing between the time constants is small. Using the heat
capacity of E2 from equation 4.5 and the measured value of G ¢ from above, we predict
7=44 msec. Note that since both G4 and C scale like T3, this time constant is
independent of temperature. The values in figure 4.6 range between 60 and 80 msec. A
very general explanation for a time constant exceeding 44 msec is that something on the
detector (e.g., epoxy) adds an extra capacity that is significant especially at the lowest
temperatures. Measurement of a time constant shorter than 44 msec would be much more
difficult to explain.

We also expect that one time constant must be the electron-phonon decoupling
time given by equation 4.10. Unfortunately we have no a priori knowledge of the
electron heat capacity from theory, so we cannot predict this time constant even though
Gep has been fairly well determined. However, as we discuss below, from an
independent electrical measurement, it seems likely that the rise time is this time constant.
We can thus deduce the electron heat capacity from the rise time.

This leaves us with the first fall time in the pulses of figure 4.6. Within the

minimal hot electron model discussed above, there are only two time constants unless the

65




phonons are long lived and couple directly to the electrons in a sensor. It would be quite
exciting if this is actually what we are seeing. One hallmark we might expect of these
~meV energy phonons is that their lifetime should be insensitive to small changes in the
temperature of the crystal and sensors. This means the time constant should be
independent of the bias. Moreover, the lifetime of the phonons should basically be
determined by whatever object(s) it is that most efficiently down converts the phonon
energies. This implies that all the sensors should see the same time constant. This is not
what is observed in figure 4.6. It also seems unlikely that sensor 2, which is glued to the

crystal, would see the high energy phonons.

14b) Electrical  of the ti I

An independent method to test the above ideas is to probe the dynamic response
of the thermistors electrically. We did this by adding a small square wave to the normal
DC bias current in a sensor. This has two effects. If &l is the change in current, and r is
the resistance of the thermistor, then to zeroth order the voltage across the thermistor
simply changes by an amount év=4lr. However the electrical power also changes in this
process, and so the thermistor comes to a new thermal equilibrium. In appendix G we
show that in fact the voltage changes to its new value basically on the time scale of the
electron-phonon decoupling, with a smaller variation occurring with the detector time
constant.

The electron-phonon decoupling time is very easy to see, but the signal due to the
crystal time constant is quite difficult to measure, both because it is a small part of the
signal, and because of large noise at low frequencies. This is a problem because the
measured value of the electron-phonon time constant is affected by the value of the
second time constant. In addition, the measurement has to be corrected for low frequency

roll-off of the amplifier.
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In our first analysis of the measurements we found that the inferred time constant
of the crystal was much shorter than 40 msec, which seems to be in error. Because we
see an extra time constant in pulses, it seems reasonable to add another time constant to
the fit of the electrical measurement. Note that this additional time constant is not required
by the quality of the fit, which is fairly good with only two time constants. Moreover,
because of the poor signal to noise at low frequencies, with three time constants the fit
essentially has too many free parameters, and the results are erratic. We analyzed the
data, then, by fitting the results to three exponentials with all the amplitudes and two of
the time constants free. The third time constant was fixed at the value of the detector time
constant as measured from pulses. With this method we achieve fairly good agreement
between the electrically measured electron-phonon decoupling time and the rise time of
events, and between the electrically measured extra time constant and the first fall time of
events.

In figure 4.7 we show these two time constants, called 7; and 7, as a function of
the amplitude of the corresponding exponential component of the signal. The data is for
sensor 6 only, which was biased at 200 mV. The detector base temperature is =22mK.
We also show the time constants measured from photon events, and from "“pulser
events”. These are events that we generate by putting 10 psec current pulses through
sections of the implanted contact between various sensors. The current paths are
described above in section 4.2b in the context of dissipating a constant power. The
pulses generated this way seem to be essentially identical to photon events.

The discrepancies between the various time constants in figure 4.7 are puzzling.
Note that for that the first time constant especially, the value is clearly related to the
amplitude of the excitation. However even at a constant amplitude, there are differences
between the time constants from the various types of pulses. We do not yet understand
the reason for this. It is important to realize that the measurement of 7; is quite sensitive

to low frequency noise, and there are also some reliability problems with the fitting.
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However the rough consistency between the time constants deduced from electrical
measurements and from events is a is a strong indication that the time constants in each

case arise from the same phenomena.

4.4¢) Temperature dependence of time constants

The other important test for the time constants is to see how they vary with
temperature. In figure 4.8a we show the rise time and first fall time for events (generated
by both gammas and the pulser method) as a function of electron temperature. The pulser
events are all about 500 keV in energy, arid the photons are near this energy. The base
temperature of the detector before biasing is =22 mK, and the electron temperature is
changed only through the bias. In figure 4.8b we plot the first fall time and the second
fall time as a function of the temperature of the crystal. The events are the same as those
in figure 4.8a, and we replot the first fall time because it is unclear which temperature it
should be associated with. The detector temperature, like the electron temperature,
changes only because of the power from the bias.

This measurement is difficult enough so that definitive conclusions are hard to
reach. It is somewhat troubling that the time constants all seem to be correlated in the
same way with temperature. This could be a result of problems with the fits. The error
bars shown are estimated by a crude analysis that does not correctly account for
correlations between the time constants. Further analysis will be needed to clarify this
point. In addition, the measured value of the second fall time is very sensitive to event
pileup and low frequency noise. In the data set shown, "bad" events were painstakingly
removed by hand. This process can easily bias the value obtained for the second fall
time, which in turn can affect the fit results for the other time constants. Finally, it is
important to keep in mind that in the model of appendix G, the observed time constants

are mixtures of the time constants given by equations 4.10 and 4.11. If the first fall time
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the text.
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is due to high energy phonons, then it should not mix with the other time constants.
However if the data is explained by adding another thermal element to the model in
appendix G, then mixing might account for the some of the apparent correlation between
time constants.

With these caveats in mind, there does indeed appear to be a correlation between
all three time constants and temperature. Of the three time constants, we have a prediction
only for the third, namely that it should be independent of temperature. If the second is
due to high energy phonons, it seems unlikely that it would vary over this temperature
range. The electron-phonon time constant depends on the electron heat capacity, which is
unknown expect from measurements like this. In figure 4.9 we show the heat capacity of

the electrons in sensor 6 derived from this measurement and equation 4.10.

4.5) Conclusions

Clearly the phonon measurement exhibits a very complex phenomenology. It is
important for us to remember that apart from the inherent physics interest in this new
condensed matter system, the main reason to study the pulses in detail is to be able to
predict ways to make the detector more sensitive. So far the optimal conditions for
operating the detector have been found empirically by measuring the pulse heights in each
of the sensors as a function of current and temperature. In figure 4.10 we show the
results at 24 mK (which is essentially the optimal condition) and 31 mK for sensor 2, 4
and 6.

There are significant differences between the sensors, and it is important to pick
the correct bias current and temperature. At the moment, however, our theoretical
understanding of how to do this is limited. As we discussed in section 4.3, it is not clear
how two interpret the three time constants we see in our pulses. Moreover, the minimum

hot electron calorimetric model (equation 4.9) predicts a pulse height of =6lLV in sensor 6
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at 22 mK and at the optimum bias. In reality we observe a 2.4 UV pulse height, and
roughly of this is due to the first fall time component whose origin is uncertain. The
calorimetric part of our signal is presumably the other half of the signal, or only =1.2 uV,
which is about one fifth of the prediction.

On the other hand it is quite suggestive that sensor 4 has both the smallest value of
geg (table 4.2) and the smallest pulse height at low temperatures (figure 4.10), despite the
fact that it has the largest resistance (figure 4.2). This is probably also related to the very
strong bias dependence for sensor 4 seen in figure 4.10. Sensor 6, with a large value of
gep On the other hand, has the largest pulse height despite its small resistance. It seems as
though electron-phonon decoupling is the dominant effect in determining the pulse height.

This points to another direction of future effort, namely trying to better understand
and control the important parameters of the thermistors. It is not clear why the resistances
and values of g, vary for the different sensors on E2. We know that the doping of the
NTD germanium is very uniform, and at higher temperatures other groups havev found
good reproducibility from sample to sample. It may be that there are problems associated
with the stress of gluing or eutectically bonding the sensors. Alternatively, it may be that
statistical variations in the number of conduction paths are important at very low

temperatures where few charges participate in the hopping process.
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Chapter 5; Physics of the ionization measurement

5.1) Overvi f the ionizati

Measurement of charges created by particle interactions in a semiconductor at sub-
Kelvin temperatures is an essentially new phenomenon. Although at least two other
groups have reported seeing it (51, 52, 53) (and one of these (52) preceded our first
observation), to our knowledge there is not a detailed, published discussion of the
physics involved.

To some extent our detector acts like a standard diode ionization detector operated
at 77 K (54). Microscopically, however, the picture is entirely different, as all the
impurities are "frozen out" at our low temperature. This means that holes in a p-type
material, for example, are not thermally excited from acceptors to the valence band. At 77
K thermally excited holes from acceptors form a sea of free-charge which must be
removed, or "depleted", by the application of a large external electric field. At low
temperatures there is no free charge and thus "depletion region" and "depletion voltage"
are not applicable concepts, though they have been used in the literature to describe this
situation (51).

In many respects our detector is much more like an infrared photo-conductor
operated at 4 K (55, 56). Photo-conductors are used to detect a steady flux of infrared
photons which, in p-type material for example, excite holes into the valence band. At4 K
there are only a small number of thermally generated free charges, and thus the holes
created by the external photons can be collected by applying a small external electric field.
This is similar to our situation in that most impurities are frozen out, but different in that
holes and fixed A- sites are created by the infrared photons, in contrast to the electron-
hole pairs created by high energy photons or particles in our detector. Photo-conductors
are often configured as p*-p-p* devices, as is E2, and the energy bands at 4 K are
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probably only slightly different than at 20 mK (57). Many of the charge transport
processes that may be important in our device, such as scattering, trapping, and impact
ionization are discussed in the literature of photo-conductors (58, 59). These papers are
helpful, but not completely applicable, because the thermal phonons that play a significant

role at 4 K are not an important factor at 20 mK.

5.2) Phenomenology of the charge measurement

Most of the results described in this chapter were obtained by exposing the
detector to photons from a 241Am source as shown in figure 5.1. The photons are
collimated to strike a small (=200 um @) spot in the center of the face of the crystal
opposite the thermistors, at a rate of a few Hz. Though 241Am emits a series of X-rays
and y-rays, the X-rays were filtered by a 0.15 mm thick sheet of copper so that only the
59.54 keV vy-rays reach the detector. These 60 keV photons are primarily photo-
electrically absorbed, with an exponential attenuation length of =0.86 mm, thus the events
are fairly well localized. There is also a comparable rate of background events, which are
presumably originate from the Compton scattering of 1.45 MeV photons from 40K in the
walls of the room. They have a roughly flat spectrum up to several hundred keV. (A
typical ionization signal in response to a 60 keV photon is shown in the next chapter,
figure 6.1)

Charge collection in our detector exhibits a wide variety of behavior. When the
detector is first cooled to base temperature, collection of the charge created by photons is
very poor. Pulses are seen when the charge collection bias is first turned on, but the
amount of charge collected is much less than the full charge created by the photons. On a
time scale of about a minute the pulses became smaller and less numerous and finally
cease altogether. Over time, however, the spectrum improves. We finally determined

that grounding the detector (i.e., connecting both implanted contacts to ground) while

76




exposing the crystal to a fairly high rate of high energy photons "fixes" the charge
collectibn in about two days. This process does not need to be repeated as long as the
temperature of the detector is kept below about 4 K.

With the detector in this final state, we have calibrated the charge measurement
and find that nearly all charges are collected for drift fields greater than about 200 mV/cm.

However after the detector has been biased for about one hour, the spectrum of the 60

Vv

Phonon
measurement

detector

collimator e ]

Charge

photon source
measurement

Figure 5.1 Arrangement used t(:/ measure the response

of the detector to photons from a 241Am source.
keV photons develops a significant low charge collection tail. Grounding the bias for a
few minutes restores the quality of spectrum. Additionally, if the detector is suddenly
grounded after having been biased for some time, pulses of both polarities (i.e., events
for which the charges drift in both directions in the crystal) are observed for a short time.

The variety of these phenomena has for a long time made it difficult for us to

understand the basic physics involved. A priori we might be observing trapping of
charge, recombination of electron-hole pairs, effects due to space charge, impact

ionization, or perhaps diffusion of charges. We also do not know how many infrared

photons from room temperature "leak" into the coldest stage of our cryostat. A flux of
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such photons on the detector can ionize neutral impurities, creating free charge in the
crystal. Most of our understanding is now based upon a measurement of both the
ionization and phonons created by the 60 keV photons as a function of the charge
collection bias. At small biases charge collection is incomplete, and, perhaps
surprisingly, the measured phonon energy depends on the amount of charge collected.
We have developed a model for this process in terms of charge trapping, and have come

to understand much of the other observed behavior in terms of trapping as well.

We first consider the equilibrium state of the crystal. For a an introductory
reference see Kittel (60), and for a general reference see Sze (61). A cartoon of the
energy levels is shown in figure 5.2. A neutral donor, or d°, has an "extra" electron
which is bound to the donor site by a shallow, approximately hydrogenic potential =10
meV deeper than the conduction band minimum. If the electron is removed, the site
becomes a positively charged ionized donor, or d+. A neutral acceptor, or a°, has an
extra hole bound in a potential well =10 meV deeper than the valence band edge. If the
hole is removed the site becomes a negatively charged ionized acceptor, or a~. In E2 there
are more acceptors than donors, thus it is p-type material. The net dopant concentration,
ng-ng, has been measured and varies from 2.2x10!1cm-3 to 0.6x10!! cm-3 from one face
of the crystal to the other, as shown in figure 5.3.

It is energetically favorable for each donor to lose its electron to an acceptor, and
so in equilibrium all donors are ionized and ny of the acceptors are ionized. At 77 K most
holes on the n,-n4 neutral acceptors are thermally ionized to the valence band. However

at 20 mK all these acceptors remain neutral, as we show below.
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This same information is contained in the Fermi energy level, y, which is found
by requiring that the crystal be electrically neutral. In general, the number density

electrons in the conduction band is given by
1 e
ne=3;[, fro(EYD(E)AE.

Here frp(E) is the Fermi-Dirac occupation probability,
1
frp(E)= —E-n°

l+e ¥

and D(E) is the density of states in the conductionyliand,
V (2m. 1
D(E)=— < (E-E.)2.

A
Note that this is the standard expression for the density of states in a free electron gas, but
with the effective electron mass in the conduction band, m,*=0.56m,, replacing the bare

electron mass, and with the energy defined relative to the energy at the edge of the

conduction band, &,.

Since, as we shall show, the Fermi level is not near the conduction band edge,

E-u»kT and
_E-p
fro(E)se M.
In this case the integral for n, can be easily evaluated, and gives
_£c—”
n,=Ne K 5.1

where N, is known as the effective density of states in the conduction band, and is given

by

3
W2
M:{“@).
2mn

At 20 mK N.=5.8x1012 cm-3, and, since 1 is in fact very close to the acceptor energy, by
equation 5.1 n, is negligibly small.
By similar reasoning, the hole density in the valence band is

”—ev
ny =Nve kT 5.2
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where

3
m kT ?
2nh?

N, = 2(
is the effective density of states in the valence band edge and mj,"=0.35m, is the effective

hole mass. At 20 mK, N,=2.9x10!! cm3, and ny, is negligibly small.

The number of ionized acceptors is given by

- 1
n, =n, —'ea—_# 5.3
1+2e #
and the number of ionized donors by
+ 1
=n, ——. 54
ng ny 5-E,
1+2e T

The condition that the crystal be neutral is
p=e(n,l —n,+n; -—n;)= 0.

Since n,=n;=0, this means n,=ng*. With y close to &€,, by equation 5.4 all the

donors are ionized, and so

1+2e

This is easily solved for u,

p=E,—kTh|2e="d | 5.5
2nd

At 20 mK, kT=1.7 peV, and so u is very nearly just &€,, as previously stated. Equation
5.3, with u from equation 5.5, simply gives n;=ns=ng*. Thus the Fermi energy is just
different enough from the acceptor energy so that the occupation number at the acceptor
energy reflects the impurity density in*the crystal. Finally, with u=&,, the number of free
holes (equation 5.2), is on the order of 10-2590 - the crystal truly has no thermally
generated free charge.

Particle interactions in the crystal excite electrons from the valence band to the

conduction band, creating an equal number holes in the valence band. Because there are
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no thermally generated free carriers, these evénts can change the crystal to a new steady
but non-equilibrium state. For instance, electrons excited to the conduction band by
events can fall onto d+ sites and the resulting d° states cannot be thermally excited back to
d+ and free electrons. Similarly, valence band holes can neutralize the normally ionized
acceptors. We believe, in fact, that it is this process that occurs when the crystal is
exposed to a radioactive source after it is first cooled down. The initially charged ionized
donors and acceptors trap electrons and holes, respectively, eventually neutralizing all the
impurities. After the crystal is neutralized there are still possible trapping mechanisms,
but the cross-sections for trapping on neutral impurities are a few order of magnitude
smaller than on charged impurities.

In figure 5.4 we show the fraction of the total charge collected for 60 keV photons
just after cooldown. In between data points the detector was exposed to a 252Cf source
which produces a broad spectrum of photons up to about 2 MeV. The total charge
exposure, which is plotted in units of charge pairs/cm?3, is estimated from the measured
spectrum in the detector when exposed to this source. Unfortunately this data was not
obtained under ideal conditions, and the numbers in the figure, especially on the charge
exposure axis, are only accurate to within a factor or 2. However the fact that full
collection is obtained when the total charge created is roughly equal to the number of

dopants strongly supports the picture of neutralization of the crystal.

3.4) Charge collection and phonon energy

Figure 5.5 shows the amount of charge collected and the total absolute phonon
energy measured as a function of the applied bias across the 0.96 cm thick device (62).
Each point represents the mean value of a gaussian fit to a spectrum; the statistical errors
on each measurement are quite small. The sign of the bias refers to voltage between the

charge measurement side of the detector and the thermistor side, which is held at ground.
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The maximum voltage was limited by breakdown of the detector, which is discussed in

section 5.8

5.4a) Calibration of the charge measurement

The calibration of the number of charges is worth discussing because it is not easy
and may suffer from systematic errors. As discussed in chapter 3, the signal consists of a
voltage step followed by an exponential decay. The amplitude of the step is O/Cr where
Q is the charge from the event and Cy is the value of the capacitor in the feedback
network. The difficulty is that Cris difficult to measure precisely when configured in the
circuit at low temperatures because it is small enough that stray capacitances can affect it,
and it probably is different cold than at room temperature. In principle it can be estimated
from the fall time of the pulse which is equal to R/Cy, if Ry is also well known at low
temperature. Unfortunately Ry is not easy to measure when the entire circuit is conﬁgured
for the charge measurement. This method would also require careful characterization of
all stages of the data acquisition chain. A different approach is to add an extra capacitor
through which charges can be injected. However the capacitance will not a-priori be
known at low temperatures and must be measured separately. Further, if this capacitor is
made large enough so that stray capacitances are not a factor when it is configured in the
circuit, then it will increase the parasitic capacitance to ground of the circuit, and thus
increase the noise, as discussed in appendix E.

Though these problems are not insurmountable, we instead used the detector itself
as a capacitor to pulse the circuit. The statistical error from this calibration is very small.
A larger uncertainty may come from the capacitance of the detector, which is determined
by the geometry of the detector and the dielectric constant of germanium at 20 mK. The
geometry is measured accurately, and the correction due to the fact that it is does not

consist of infinite planes is tabulated (63). There seems to be some confusion in the
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literature as to the exact dielectric constant near absolute zero, with some authors using
15.4 (64) and others using 16 (65). In figure 5.5 we have used 16.0.

The number of charge pairs created by a photon is given by No=E,/€ where E, is
the recoil energy and €is a band gap dependent number. At liquid nitrogen the accepted
value of £is 2.97 eV. A model has been proposed (66) for € that matches this value at 77
K and predicts 3.0 at zero K where the band gap is different than at 77K. Adopting this
value, the average number of charges created by the 59.54 keV photons from 241Am is

19,850.

As is clear from figure 5.5, essentially all of the charge is collected for large
positive biases, and slightly less than this for large negative biases. For smaller biases
charge collection drops dramatically. The phonon energy, as discussed in chapter 4, is
the sum of the energy from the interaction, and the energy created by the drifting charges.
When charge collection is not complete, however, the phonon energy is clearly also
affected by the polarity of the charge collection bias.

We have developed a model, based on trapping of drifting charges, that explains
both the deficit of collected charge at low biases and the asymmetry in the phonon energy
between small positive and negative bias. This asymmetry at first sight seems puzzling
since the crystal is configured as a symmetric p*-p-p* device. However it comes about
bécause the photons only travel a short distance into the crystal.For positive bias holes
drift the far distance across the detector and suffer a greater amount of trapping than

electrons, while for negative bias the situation is reversed. We show this in figure 5.6.
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We had originally assumed that the total phonon energy is equal to the sum of
initial energy from the particle interaction and the drift heat energy, minus the amount of
energy that goes into the creation of electron hole pairs. That is,

En=E+eNgV-No&gqp,
where E,, is the measured energy and E; is the energy of the recoiling electron or nucleus.
However if that drift to the edge of the detector "relax" to the valence band edge in the
contact region, then the measured energy is instead
En=E+eNgV.
In retrospect it is highly probable that this should happen since the contact is a reservoir
of holes.

Now if an electron is trapped on a donor (which we assume, for the moment, is

ionized) before reaching the contact, the band gap energy E,qp will be "lost", while the
much smaller energy E.-E, is instead released as phonons. If a hole is trapped on an
(ionized) acceptor, the small energy £,-E, will be released as phonons. However this is
precisely the same amount of energy released by a hole that relaxes to the Fermi level in
the contact since the Fermi energy is equal to €,. Thus trapped electrons represent a
"loss" of energy, while trapped holes do not. The phonon measurement in figure 5.5 is
then explained by the fact that for negative bias electrons drift the far distance across the
crystal and suffer more trapping than holes, while for positive biases holes drift further
and are trapped more. We consider below what happens if other trapping mechanism are

important besides the two discussed here.

The number of charges trapped can be deduced from the charge measurement as
follows. We first need an expression for the measured signal in terms of the drifting

charge in the detector. Consider a charge that drifts a distance / in a detector with a
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thickness L that is biased at a voltage V. The electrical circuit, as described in chapter 3,
consists of the bias voltage connected to the contact on one side of the detector, and the
charge measurement circuit connected to the contact on the other. The electric field in the
detector is V/L, and so this charge acquires an energy eV(I/L) from the electrical circuit,
which it dissipates as phonons. The circuit generates this energy by supplying image
charges to both contacts on the detector. Since the crystal remains neutral, the charge
supplied to each contact is equal in magnitude. The voltage across the detector is fixed at
V, and so the energy needed to supply a charge Q to either side of the detector is QV.
This charge Q is the signal measured in the circuit (see the discussion in chapter 3), and
so by equating these energies we find O=el/L. If I=L, O=e, as we expect.

If we sum over all the Np charges created in the particle interaction, the measured

charge signal, O,,, is given by
O = elZI,- : 5.6
L%

Electrons and holes must be considered separately in the evaluation of equation 5.6. For

an event at a depth x,, with a positive bias, the holes will drift a distance L-x, and the

electrons a distance x,. If no charges are trapped, equation 5.6 is evaluated as
1
O = eZNQ{(L - x,,) + xy} =eNj,.

When trapping is present the calculation is a bit more complicated. Consider, at
first, just one species of charge drifting the entire distance across the crystal. The total
signal comes from the charges that are trapped and those that are not. For the charges that
are trapped, equation 5.6 can be written as
1 (LdN,

Qm =e—

Lz ™

where dN//dx is the number of charges trapped in an interval dx at a the point x. Witha
"trapping length" A,




the trapped charge gives a signal

The number of charges not trapped is simply
L
N= NQe A
and since they drift a distance L, by equation 5.6 give a signal

. L L
Qm =ez(L-NQe }'J=€NQ€ '1.

The total signal from trapped and untrapped charge is then
L
l [
Qm=eNQ—E(l—e A’]. 5.7

At a given bias, A can be found from Q,, using equation 5.7, and the number of charges

trapped is then found by integrating dN,/dx over the width of the crystal to yield
L
N, =NQ(1—e l].

In the actual case where the event occurs at a depth x, equation 5.7 is modified as
L-x, x
ll

O, =eNQ% Afll-e

where ], is the trapping length for the species that drifts from x =xyto x=L, and 4; is for

the species that drifts from x =xyto x=0. The measured spectrum of charge from photons

is found by averaging over the distribution of event depths,

dN, 1 %
—_— =
dx 4,
The resulting expression is
1 A A, A
=eNyg—iA )| 1-—"L—e ™ |+2,[1-—=2— L. 5.8
On =eNo M\ =77 2( /12+ny
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where we have used the fact that L»Ax The number of trapped charges of each species is

similarly found as
L
A A,
Ny=Ng|1-—"L—¢ 77 5.9a
S P
and
A
N, =Np|1-—=2—|. 5.9b
12 Q[ /12+17]

Equation 5.8 relates two unknown trapping lengths to the one measured quantity.
The data in figure 5.5 is taken at pairs of biases with opposite polarities but equal
magnitudes. Thus for positive bias A;=A4 (the hole trapping length), and A,=A4. (the
electron trapping length). For negative bias 4;=A4, and A;=A;. Provided we know eNg
from the calibration of the measurement, equation 5.8 can then be solved numerically for
Ae and Ay if we assume that they are independent of the bias polarity. This assumption is
probably a reasonable approximation, but ignores the fact that the net dopant
concentration, n,-ny, varies with depth in the crystal. Figure 5.7 shows the resulting
trapping lengths, and the fraction of electrons and holes trapped for both polarities of
bias. Note that according to our calibration we collect essentially all the charge for large

positive biases, and so the estimated hole trapping length diverges.

4 i nism it of the ph

With the number of holes and electrons trapped known, the phonon energy can be
predicted. However under the assumption that electrons only trap on donors and holes
only on acceptors, this predicted phonon energy does not match the measurement. If
indeed the crystal is completely neutral, then we might not expect holes to trap
preferentially on acceptors and electrons on donors. To achieve a good fit to the data we

have in fact had to consider other trapping processes.
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Figure 5.7 Parameters derived from the data in figure 5.3
using the model developed in section 5.4 Top: Fraction of
charges trapped as a function of bias. Bottom: Inverse trapping
length as a function of bias.
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Unfortunately there does not seem to be a great deal of literature about trapping at
our very low temperatures to guide us. One approach is to simply consider all those
trapping mechanisms that are energetically allowed. If the crystal is not completely
neutral, then electrons can trap on ionized donors, e +d*—d°, and holes can trap on
ionized acceptors, h*+a-—a°. Neutral impurities can also be trapping sites. Electrons
and holes might trap across the band, e-+a°—a- and h*+d°—d-. Additionally,
"overcharged" impurity states, analogous to overcharged hydrogen, H-, are known to
exist in semiconductors and have binding energies of 1-3 meV (67, 68). At 20 mK they
should be stable. Thus the processes e-+d°—d- and h*+a°—a* may be important.
Moreover, if a large number of d- and a* states exist, then we can have h*+d-—d°, and
e+a*t—a°. Finally, though they are presumably fewer in number, there are deep level
impurities that may also serve as trapping and recombination sites.

An electron trapping on either a neutral or a charged donor releases a very small
amount of phonon energy compared to an electron falling across the band gap and
trapping on a neutral (or overcharged) acceptor. The same is true for holes trapping on
acceptors versus donors. The phonon data can thus be fit by treating the number of holes
and electrons that trap on shallow or deep (i.e., across the band) levels as parameters.
The total number of trapped charges is known for each bias, so at each bias one free
parameter for both holes and electrons describes the partitioning onto deep and shallow
sites for holes and electrons, respectively. The partitioning in reality is probably a
function of bias, but for simplicity we have considered it an overall constant. We also

ignore the possibility of trapping onto deep level impurities.
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The final measured energy is then
1%
E,(V)=E, +eZ21,- =N (V)€
i

+ Ny (W{(1- d3)Egh + A1 Ean } 5.10
+N,V(1-4,)E,, +d,E4}

where:
V is the bias voltage
E, is the energy deposited in the event

eYE Z 1 = The drift heat from events. By equation 5.6
i

this is equal to VQ,,.

N,.(V) is the number of trapped electrons, as determined
by equation 5.9

Ny,(V) is the number of trapped holes, as determined by
equation 5.9

dy, is the fraction of trapped holes that trap on deep
sites, as found by the fit

d, is the fraction of trapped electrons that trap on deep
sites, as found by the fit

&, and &y, are the shallow and deep trap energies for

holes

Ee and &, are the shallow and deep trap energies for

electrons

Note that for simplicity we have taken the trapping to occur only on ionized donors and

acceptors, so that, for example, Ey=E,-E,, and so on for 4, e, and E4.. The

resulting phonon energy would be very little changed if we instead consider trapping on

neutral impurities.
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The other unknown quantity is the calibration of the raw phonon signals.
Equation 5.10 predicts this energy when the trapping fractions are known. We thus fit
the entire phonon data set with three parameters: a calibration of the phonon energy scale,
and the partitioning fractions for trapped holes and for trapped electrons. The measured
phonon energy in figure 5.5 uses this calibration, and the predicted energy in the figure
comes from equation 5.10 and the result of the fit. We find that the fraction of electrons
that traps on acceptors (d,) is 45 %, and on donors (1-d,) is 55 %; the fraction of holes
that traps on donors (dy) is 20 % and on acceptors is (1-dp) 80 %.

These fractions give us the trapping cross sections if the density of charged and
uncharged donors and acceptors is known. Unfortunately we can only make an
assumption about the charge state, and for our crystal only the net dopant concentration,
na-ng, has been measured. For a given value of n, the cross section 0=1/(n4) can be
extracted from the measurement of the trapping length, A, in figure 5.7. Using a
benchmark value of n=1x10!! cm-3, we deduce cross-sections between 10-13 cmi and a
few 10-11 cm2. In section 5.6 we briefly discuss these results in terms of measurements
of trapping made at 4 K.

The quality of the fit in figure 5.5 is fairly good, though not perfect. Clearly there
are many more sophisticated treatments of the trapping that we could explore. For
instance we could relax the assumption that the fractions are universal constants, or we
could include mid-band level band trapping states. However it probably makes more
sense for us to first try to understand the cross sections found from this simple model in
terms of fundamental physics. On the experimental side, an obvious idea is to vary the

doping levels and see if this changes the trapping as expected.
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S.4e) Calibration of the phonon energy

Our model predicts the phonon energy, and thus affords a calibration of the
measured phonon signals. Since we fit the trapping at the same time, it would be nice to
obtain an independent estimate of the phonon energy. We have done so by two different
methods. The first is that in the high bias regime where trapping is small, the slope of the
phonon energy versus charge bias is simply eNg. This slope can be seen in figure 5.5.
The raw phonon signals can in principle be calibrated by matching this prediction with the
measured slope. In fact the trapping has a significant, if small, effect on both Ng and the
measured phonon energy, even at high bias. We have therefore approached the problem
slightly differently. We have repeated the fit for the calibration and trapping fractions, but
also include the deposited energy, E,, as a fit parameter in equation 5.10. The resulting
value of E, is primarily determined by the drift heat term and depends directly on the
charge calibration, as discussed above. If the dielectric constant is taken to be 16.0, then
the fit value of E, is 57.9 keV,; if e=15.4, E,=54.4 ke;/. The fact that this "recoil energy"
is close to 60 keV confirms that the first calibration is probably fairly good.

The other ﬁethod of calibrating the phonon signal is to put an electrical pulse of
energy through three different sections of the implanted contact, as discussed in chapter
4. We have checked that these "pulser" events produce no measurable ionization signal.
We find that the energy measured in a sensor using this method has =5 % variations
depending on the relative position of the phonon sensor and heating path used. These
vﬁriations may be due to either non-linearities in the sensors, or variations in the amount
of heat lost to epoxy or sensors on the surface of the crystal. When we calibrate the
phonon signals against the pulser events, we deduce that the phonon energies in figure
5.5 should actually about 3 % to 9 % (depending on the pulsing path used) higher than

shown. This discrepancy seems to be roughly consistent with the inherent errors in the
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method. Moreover, if anything, it strongly supports the conclusion that when little

trapping is present the full energy from the event is recovered as phonons.

5.5) Other possible mechanisms
5.52) Diffusi

There are perhaps other mechanisms that affect the behavior of the detector,
including the results shown in figure 5.5. One possibility is that diffusion of the charges
competes with the drift induced by the electric field. The diffusion constant is related to
the mobility by the Einstein relation, (69)

D=—pu.
e
We have not found data for the mobility at very low temperatures, though at 10 K
mobilities in the range of 106 cm2V-Isec-! have been measured (70).

In our case the rise time of pulses measured with a drift field of 0.01 V/cm is
faster than the electronics limit of 2 psec, indicating mobilities at least as big as 5x107
cm?V-1sec-l. The distance a charge moves by diffusion in a time ¢ is given by Ip2=Dt,
while under the influence of an electric field, E, it moves a distance /g=uEt. The ratio of

diffusion to drift distance is then

1
7 2 \2 1
’A=1.8x10’5(£l"1}(—-—5xm ‘7':”] (—Sec)z.
IE E H t

and it would seem that even at the lowest biases diffusion is negligible after a few 109

sec. In fact, as discussed in section 5.6, we have reason to believe that the carriers are
accelerated to the saturation velocity by even very modest fields. If so, the velocity
cannot be described by a mobility and the above argument is not applicable, but diffusion

is certainly negligible.
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S.5b) Space charge

If trapping occurs, at different rates for holes and electrons in a given location,
then an excess of positive or negative charge will be created. This "space charge"”, by
Poisson's equation, creates an electric field that can affect the charge collection process.
Space charge is thus related to trapping, but is a distinct phenomenon. It is difficult to
determine what state the crystal is actually in, and we have not had time to study the issue
deeply. What follows is a discussion in simple terms of what qualitative effects space
charge can have. .

In figure 5.8 we schematically show the potential energy of electrons, U,, and the
electric field, E,, in a detector with an external bias and with and without space charge.
For simplicity, the contact regions are not shown. Note that U,, the electron energy, is
related to the electrostatic potential, @, by U,=-e@. The electric field is related to ¢ by E;

by E,=-d@/dx, so that U,=ed@/dx. The energy for holes, Uy, is given by Uy=-U,. The

externally bias, V., is applied to the x=0 edge of the crystal with the x=L side at.

ground.

With no space charge the external potential produces a constant electric field and a
linearly increasing potential energy. We then include space charge confined to a region of
width w and extending across the detector in the other two dimensions. We treat this
charge distribution as an infinite plane. Clearly much more complicated space charge
structures can actually exist. The electric field due to the space charge in this simple
geometry points away from its center and has a magnitude outside of the space charge

region

where ny is the charge density. If the density is high enough, the total electric field can

be zero to the left of the space charge, and double the value of the external field to the
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right of the charge. The space could thus cause a large portion of the detector to be
inactive. A field of 0.4 V/cm, for example, will be created by a space charge region 1
mm thick with a density of only 7x107 charges/cm3.

One strong piece of evidence we have that some space charge exists in our
detector is that when the detector is grounded after having been biased for some time,
pulses of due to charge flowing in both directions in the crystal are observed for a short
time, but then die out. This is seen quite easily in figure 5.8 where if the external field is
removed, negative charges will be pulled to the center and positive charges will flow to
the contacts. Events on either side of the space charge will produce signals in the
amplifier of different polarities; and as electrons from events accumulate in the center they

will eventually eat away the space charge.

5.6 C . ith ofl

Unfortunately there does not seem to be much literature on charge transport in
semiconductors at temperatures as low as 20 mK. The literature on photoconductors at 4
K (58, 59) is somewhat applicable to our case. The mobility of holes and electrons at 4
K is limited in high purity crystals by scattering with thermal phonons, with a temperature
dependence ue<T-32. At 20 mK this should be negligible. Scattering on ionized
impurities is also important at 4 K and gives a mobility proportional to 73/2, thus it
should be even more important at 20 mK if our crystal is not neutral. This in fact may
well be what prevents charge collection until the crystal is neutralized, as discussed in
section 5.3. Scattering on neutral impurities is temperature independent, and should be
negligible for our high purity material.

What is very different between 4 K and 20 mK is that of the three processes
above, only scattering on phonons is inelastic, and it should be negligible in our case.

Thus whether or not the crystal is neutralized, the electrons must lose energy they acquire
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from the electric field in some other way. We expect that this energy loss occurs through
the emission of phonons, which limits the drift velocity to the "saturation" velocity of
=1x107 cm/sec. In this case the electrons will not have a thermal energy distribution at
T=20 mK, but will have considerably higher energies.

Trapping on charged impurities has been measured at temperatures down to a few
K and has cross sections on the order of 10-11 cm-2 at 4 K (71). Theory suggests that
this trapping depends on temperature as 7-3 (72). Spread in the data makes it difficult to
extrapolate the measurements to lower temperatures, though it does appear that the cross
sections will be somewhat higher than those we deduce in section 5.4. This would be
consistent with the expectation that trapping on charged sites is stronger than trapping on
neutral sites. However we clearly need to better understand the energy distributions of

the charge carriers in our crystal before we can begin to compare our results to theory.

5.7 Near contact region

A full description of the implanted contacts on the on the top and bottom surfaces
(x=0 and x=L in the above discussions) of the detector is a topic beyond the scope of this
thesis. They have been described in some detail by Ning Wang in her thesis (37), and a
more general discussion can be found in (61). Basically, though, the doping level in the
implanted regions is so high that all the potential wells of the impurity atoms overlap and
an energy band is formed. This is called degenerate doping. The band is wide enough
that it in facts overlaps with the original valence band edge, so that the valence band edge
is effectively raised in the implanted region. Since each acceptor impurity acts as a site
for an electron, but does not supply an electron, the acceptor sites can be considered to be
occupied by holes. Thus in the contact there is a sea of holes, and the Fermi level lies

beneath the valence band edge.
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There is a transition region between the implanted region and the undoped bulk
material, described in detail for a device at 4 K by N. Haegel (57). If, somehow, the
valence band edges in the implanted and bulk regions were to line up, then it would be
energetically favorable for holes from the valence band to spill into the undoped region
and fall onto ionized acceptors (a-). For each neutralized hole there is a positively charged
donor, or d*, and so a region of positive space charge with a density ny is built up in the
undoped bulk. Very near the contact there is a region where free holes "spill over" into
the bulk, driven by the enormous concentration gradient of holes between the implanted
region and the bulk. Finally, there is also a very thin high density region of negative
charge in the implant where the holes have left. These space charge regions create an
electric field which opposes further flow of holes into the undoped region. The potential,
@, created by this field bends the band edges and energy levels so that it is no longer
energetically favorable for the holes to fall onto acceptor sites. Another statement of this
is that in the final thermal equilibrium state the Fermi energy must be the same in all parts
of semiconductor. Figure 5.9 shows the transition region, with the edge of the implanted
region taken to be infinitely sharp.

The equations 5.1-5.4 can be used to describe the region beyond the region near
the contact with free holes. To do so we replace the fixed electron energy levels by
Ex)=Ep+eP(x) where &, is the value in the bulk far from the contact. As is clear from
figure 5.9 in the transition region the Fermi level lies below the acceptor energy
Ea=Eab+eP(x), but well above the valence band energy, Ev=Evb+eP(x). Except for a

tiny regions at x=0 and at the end of the transition region, then, €;-u»kT and u-E»kT ,

and so n;=0 and n,=0 by equations 5.2 and 5.3. The space charge density in this region

is thus constant and equal to ny*=n4. Poisson's equation,

V2o=-L_.
¢ €t
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Figure 5.9 Diagram of implanted contacts and transition to
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levels are bent by the built in electrostatic potential created

by space charge. The Fermi level, by contrast, is constant
throughout the structure.
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can be immediately integrated to find wy, the width of the transition region with a charge

density ng. This gives

eznd

W, =\[ 2e2,(Eq =€) 5.11

where £, is the valence band energy far from the implant. Taking ng=1x10!! cm-3

(although in reality we have only measured n,-ng for E2), we find w,=13 um. The electric

field varies with position in the space charge region as

E=%d 5.12
880

starting at a value of 15 V/cm at the left edge of this region and decreasing to zero at the
right edge of the space charge zone.

The region near x=0 is a bit more complicated. Until the valence band edge dips
below the Fermi level, there is a region in the bulk material with a very high density of
free holes. There is also a region in the implanted contact with a high density of negative
charge where the holes have left. The free charge in the bulk is driven by the gradient
between the hole density in the implanted contact and the vanishing free hole density in
the bulk. Resisting the diffusion is the electric field created by the space charge. In
equilibrium, then, there is a balance between a diffusion current and an electric-field
driven current. N. Haegel (57) calculates the width of this region at 4 K and finds that it
extends only a fraction of a micron. It also scales as T1/2 and so should be a few hundred
A at 20 mK, which is quite small compared to w;.

It is important to realize that this equilibrium situation, just like the equilibrium
state of the bulk crystal, is not the only stable state. In particular, the equilibrium state is
based upon the fact that is energetically favorable for holes from the implant to sit on
acceptors in the bulk to a depth of w,. However in figure 5.9 it is clear that to get to these
acceptor sites they first have to overcome an energy barrier of as much as £,-€,=10
meV. At temperatures as low as 4 K there are always some thermally generated holes that

have overcome this barrier, but once again, because 20 mK is equivalent to 1.7 peV, this
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should not happen in our case. If electrons from events fall onto the neutralized acceptors
in the transition region, the resulting ionized acceptors should make the band edges and
Fermi energy discontinuous. It is not clear, then, what the actual near contact region
looks like when we are running. It may be in fact that the free carriers constantly
generated by events tend to maintain the equilibrium situation.

There is one piece of experimental information that is probably directly related to
the above discussion. Charges created by 13.9 keV and 17.6 keV photons from a
241Am source are not well collected, as seen in figure 6.2. The penetration depths of
these X-rays are =15 um and =30 um respectively, thus many of these photons interact in
the transition region. It is not clear exactly what happens in this region, since while the
space charge may decrease the mobility and cause trapping, this is also a region of a
strong electric field. For a negative external voltage on a given contact, this internal field
is in the same direction as the external field and decreases from 15 V/cm near the contact
to 0 at x=w,. The maximum external field is about 0.5 V/cm thus one might expect quite
good collection of the low energy X-rays for negative biases, and poor collection for
positive biases. Experimentally, however, charge collection for both bias polarities is
essentially equivalent and quite poor. A more complete understanding of this phenomena

will probably require greater knowledge of the mobilities and trapping cross sections.

When a voltage is applied across the crystal to collect charge, a small amount of
current flows. For small biases the current depends linearly on the voltage, with a
temperature dependent resistance of approximately 5x1010 Q at 20 mK. If the voltage is
increased beyond a certain point, the detector "breaks down" into a low resistance state.
Once the breakdown voltage has been passed, the high current behavior can only be

stopped by returning the voltage to a value well below the critical value. This critical
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voltage is not the same for both directions of bias, and is largest soon after cooldown of
the device from room temperature. Over a period of many days it settles to just over 0.3
V in the positive direction and just over 0.5 V in the negative direction.

We have not had time to try to understand this behavior in fundamental terms.
However, from the above discussions it would seem that no current should flow under
ideal conditions until a substantially higher bias is applied. There are no thermally
generated free carriers, and the holes at the contacts have a barrier many times greater than
kT to overcome before they can enter the bulk. The built in electric field restraining these
hole at the contacts is estimated above to be =15 V/cm. Further, since the contacts are in
principle the same, there should not be an asymmetry between the two directions of bias.
In reality, however, one of the contacts has the eutectically bonded thermistors, while the
other contact was created after this heating process. Small structures of gold created
during the eutectic could serve as high field regions that inject holes into the bulk.
Finally, if current does flow through the bulk, then how does the crystal remain neutral,
as we believe it does from the discussion in section 5.3?

It could also be that infrared photons from room temperature leak into the coldest
part of the cryostat and excite electrons and holes from impurities into the bands, causing
conduction. We have also not investigated this carefully, however note that at a bias of
0.5 V we have a current of 6x107 charges/sec. If this comes entirely from charge
generated by photons in the bulk (i.e., no charge flows in from the contacts), then the
crystal will become completely ionized in about 1 hour, contradicting our view of the
neutralization of the crystal. Moreover, why should this current be linear in voltage, and
why should the resistance be temperature dependent?

Another possibility is that we have current flowing along the edges of the
detector. The time evolution might then reflect changes in the charge state of the outer
edge of the detector. If this is the case, though, it is somewhat puzzling that over many

cooldowns the breakdown voltages have tended to the same long-term values.
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In addition to the tests of E2 that are the focus of this thesis, we have run a
smaller detector that has a p*-p-n* contact structure and one thermistor. This device is
described briefly in chapter 3. We exposed it to a 241 Am source on the side with the n+
contact. The ionization spectrum obtained when the detector is reverse biased at -0.5 V
(reverse bias means the n* contact is held at a higher voltage that the p* contact) is shown
in figure 5.10. The complex of low energy X-rays from the source, including the 14 keV
and 18 keV lines, are well resolved. (There is an additional line at =7.5 keV, perhaps due
to the escape of K1 9.8 keV X-rays from the crystal after the photo-absorption of 18
keV X-rays from the source.)

This result is intriguing. The transition region between the n* contact and the p-
type bulk is similar in structure to the transition between the p* contact and p-type bulk in
E2. A much larger energy difference drives this process however: electrons fall onto
otherwise neutral acceptors until the built-in voltage is (E4-E,)/e=0.72 V. The density of
negative space charge is ng-ny, and, by equation 5.11, extends over roughly 100 pm.

If the crystal is actually in this equilibrium state, then all the low energy X-rays
interact in space charge region. The maximum internal field in this case is 125 V/cm,
much larger than for the p+-p transition. Presumably this overcomes the scattering and/or
trapping due to the space charge. Note that for forward bias the low energy X-rays are
not resolved. This improved charge collection is fortunate, and may be essential in
detectors for the actual dark matter experiment.

Finally, we have made a rough measurement of the simultaneous phonon and
ionization energy as a function of charge bias, just like the measurement discussed in
section 5.4. The result is shown in figure 5.11. Note that both measurements are
uncalibrated and are presented in terms of raw pulse height. The voltage is defined from

the p* to n* contact, thus positive voltages are forward bias in the standard terminology of
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p-n junctions. Negative biases and positive biases less than about +0.7 V give the same
polarity charge pulses. Voltages more positive than this give pulses of the opposite
polarity, presumably because the external voltage exceeds the built-in potential. At biases
near +0.72 volts, pulses of both polarities are often seen, and the detector behavior is
erratic.

There are a number of interesting features in the figure. Both the phonon energy
and charge collection are discontinuous at the band gap voltage. Unlike figure 5.5 for
E2, however, in this case the electric field is fairly large for all data points since the device
is only 1 mm thick. Trapping in undoped bulk regions is presumably not an important
effect. Also, after the data points at +2.5 V bias were taken, the detector broke down into
a high current mode. It was returned to ground for a while, and data collection was
resumed. A pronounced shift in the behavior of the detector is seen after this, especially
for positive bias. This may be a reflection of the fact that the n*-p transition region is not

in its equilibrium state, and that causing the detector to break down changes its state.

3.10 Conclusions

The ionization measurement is essential to the success of our background rejection
scheme. Though the physics of the ionization measurement is interesting in its own right,
in terms of a dark matter experiment we can be more utilitarian. We need only to know
how much charge is created by an event, and we must obtain this estimation with a fairly
low bias, as discussed in chapter 2. In this respect the results discussed in section 5.4 are
quite reassuring. We have shown that in a moderately pure crystal we can collect
essentially all the charge from events that occur deep in the crystal with a small bias
voltage. However, there is one outstanding issue which we discuss in chapter 6, namely
there are a number of events for which charge collection seems not to be good. Some of

these events are related to the near contact region, while the others may be caused by a
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build up of charge at the edges of the detector. It will be imperative for us to minimize

these problems.
As a final note, if the basic ideas in model presented in section 5.4 prove to be
correct, then simultaneous ionization and phonon measurements could prove to be a

powerful tool for studying impurity states in semiconductors.
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Chapter 6: Performance of the Detector

6.1) Resolution

The resolution of E2 has been tested by exposing it to photons from a 241Am
source, using the same setup indicated in figure 5.1. The primary photons from this
source are 60 keV gammas and 14 and 18 keV X-rays. The data acquisition system, and
the treatment of the signals are described in section 3.7. The pulses in the ionization and
phonon measurement for a 60 keV photon are shown in figure 6.1. These signals are fit
as described in appendix F, and the result is shown in figure 6.2. As in section 2.3, the
axes are defined in terms of electron equivalent energy, with the scale set by hand so that
the 59.54 keV line appears at this energy in both measurements.

The data set includes a number of events which were triggered "randomly" by the
computer. They are fit just like the other events, and appear in the peak at zero energy.
The width of this "baseline" is a measure of the electronic noise. Note that after the fit,
hardware noise triggers also show up in this baseline and not at the trigger threshold. In
addition, the fit smears the trigger threshold somewhat.

The 60 keV peak and baseline have been fit to a Gaussian and the standard
deviation, o, (=FWHMY/2.36) is shown in table 6.1. In appendix F we compare the
baseline resolution to that expected based on the electronic noise level. The resolution on
the 60 keV peak exceeds the baseline by a small amount in both measurements. In the
charge this is presumably due to trapping and/or space charge, perhaps in conjunction
with the small (=1mm) spread in the depth into the crystal of events. As discussed in
chapter 5, the phonon signal is somewhat dependent on charge collection, both because
of drift heat and through the release of energy stored in the electron-hole pairs. Thus the
excess width in the phonon measurement may well be related to the excess width in the
charge measurement. However we have not studied this idea in any detail.
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Figure 6.1 Pulses created by 60 keV photons in E2. The top is
the signal in the phonon measurement, the bottom is the signal in the

charge measurement. The treatment of the signals is described in
section 3.7. Note in particular that the undershoot in the charge
signal is caused by the steep 400 Hz high pass filter employed to

remove low frequency microphonics.
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Table 6.1 The r.m.s. resolution, O, in eV, measured from the spectra in figure 6.2.

e

60 keV baseline
phonons 82050 73050
ionization 600 500

Our sensitivity is currently limited entirely by noise unrelated to the signal size. In
this case it is appropriate to speak in terms of r.m.s resolution/detector mass in order to
compare results obtained with different detectors. The results in figure 6.2 currently

have the best resolution per detector mass of all groups working with cryogenic detectors.

s.2) Discrimination of nucl | electroni i

6.2a) Measurement of neutrons and photons

We have tested the ability of the detector to discriminate electronic and nuclear
recoils by exposing it first to photons alone, and then to both photons and neutrons from
a 252Cf source (73). This source decays by both alpha emission and spontaneous
fission, producing broad spectra of neutrons and photons. The neutron energy spectrum
is not known to high precision, but has a mean energy of about 2 MeV and a high energy
tail to roughly 8 MeV (74). The photons are emitted at a rate that is higher than the
neutron emission rate, but have a somewhat lower mean energy. Neutrons with a few
MeV of energy scatter predominantly elastically on nuclei in the target, giving signals that
are identical to elastic scatters of WIMPs on nuclei. There are also a number of inelastic

resonances for neutrons scattering on germanium, but we did not make use of them.
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The phonon and ionization scatter plot obtained for photons alone is shown in
figure 6.3a. Here we have used the 241Am source, just as in section 6.1, but with =150
um of copper blocking the lower energy X-rays. The axes are once again defined in
terms of electron equivalent energy, with the energy scales set by the clearly visible 60
keV photons. The ionization collection bias is +0.3 V, but the drift heat energy has not
been subtracted from the phonon measurement. Besides the 60 keV photons there is a
roughly flat spectrum of background photons. Independent tests with a Nal detector
indicate these are mostly Compton-scatters of 1.45 MeV gammas from 40K in the walls
of the room. These events, unlike the 60 keV photons, are presumably spatially
distributed more or less uniformly throughout the detector.

Next, we repeated this measurement under essentially identical conditions, but
with the 252Cf source placed underneath the cryostat. A lead shield 28 cm thick was used
to reduce the rate of photons from the source. The charge collection bias is now -0.5 V.
The results are shown in figure 6.3b. The neutrons are clearly distinguished as a second
line at higher slope, i.e., less ionization per unit phonon energy, than the photons. Their
energy spectrum roughly agrees with a very simple Monte Carlo estimate (note, by
equation 2.2, that a 1 MeV neutron can deposit at most 53 keV in germanium).

The neutrons can be distinguished from the photons at all energies, even down to
the trigger threshold of 2 keV equivalent energy in ionization. One other group has
reported a similar measurement with a 0.25 g silicon detector (53). Their energy
resolution is much worse than ours, however, and they were only able to distinguish

neutrons from photons at energies above =50 keV.

6.2b) The "Lindhard ratio"

The amount of ionization produced by recoils of nuclei measured in figure 6.3b is

interesting in its own right. As mentioned in chapter 2, Lindhard and his collaborators
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calculatgd this quantity in the 1960's, and it was measured around that time by a number
of groups using conventional silicon and germanium ionization detectors (75, 76, 77).
With only the ionization measured, the recoil energy is determined kinematically by using
a mono-energetic neutron beams from an accelerator, and, in some cases, by
identification of nuclear excited states. These measurements are hampered by large
backgrounds of photons and multiply scattered neutrons in the accelerator environment.
With the recent interest in dark matter searches similar measurements have recently been
made in silicon detectors by several groups (78, 79).

What is usually plotted is the ratio of amount of ionization produced by nuclear

recoils to the amount produced by electronic recoils for a given recoil energy, E;, or
g=Non(E) 6.1
N Q.'y(Er )

This number is sometimes referred to as the Lindhard ratio, and can be readily extracted
from the data in figure 6.3 as follows.

As we discuss in detail in chapter 5, the recoil energy, E,, is related to the
measured phonon energy, E,;, by

E,=E,+eNgV+{trapping terms}. 6.2

Here Vg is the charge collection bias and Ng is the number of charges collected as
estimated from the ionization measurement. Though the axes in figure 6.3b are defined in
terms of electron equivalent energy, the absolute calibration of both E,, and N are
known (see chapter 5). The trapping term is given by equation 5.11 and amounts to
about a 1 % correction at -0.5 V bias. E, can thus be found from E,, in figure 6.3.

Following the discussion in chapter 2, the number of charges created by recoils of

nuclei is given by

E,
NQ,N == 6.3a
EN

while the number of charges created by recoils of electrons is
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Ny, =—"F. 6.3b
Qe E,
The Lindhard ratio is hence
R=%.
EN

Now the electron equivalent ionization energy, E..q, used in figure 6.3 is related

to Np by E..p=€.Np. To obtain our measured value of R we form the ratio

E
n sgﬂ. 6.4
r

Using the definition of E,.p and equations 6.4a and 6.4b, n=1 for electron recoils. For
nuclear recoils n=¢,/ey=R. If we take the data in figure 6.3 and plot 7 vs E, for each
point, the neutron events will lie along the measured 7(E,)=R(E;). We show the result of
this in figure 6.4. We then bin the recoil energy and fit the neutron data within each bin
to a Gaussian. The results are listed in table 6.2 and shown in figure 6.5 along with

earlier measurements and the calculation of Lindhard.

Table 6.2 Measured Lindhard ratio

E, keV) R counts
15-20 0.251 £ 0.01 49.5
20-25 0.277 £ 0.006 65.5
25-30 0.284 £ 0.006 51
30-40 0.316 £ 0.004 67
40-50 0.315 £ 0.006 40
50-60 0.33 £0.01 25
60-80 0.34 £ 0.01 ' 50

The error bars shown are 10 errors from the fit, and are quite small. Systematic

errors are harder to estimate but potentially much more important. An error in the
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Figure 6.4 The measurements of figure 6.3, reploted in terms of 7=E..o/E, and
E,, as described in text. The window drawn in figure a is used to estimate the
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Figure 6.5 The Lindhard ratio, as measured by us and others
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calibration of the phonon energy, E, does not cause a systematic error in the ratio, but
does affect the horizontal axis in figure 6.5 directly. If our model of charge trapping
presented in section 5.4 is correct, then the error in the phonon calibration is probably at
most on the order of a few %, and stems primarily from the uncertainty in the charge
calibration via equation 6.2. If the model is not correct the error could be greater, though
the independent calibration of the phonon signal obtained by electrically pulsing the
crystal (discussed in chapters 5) suggests that the calibration is off by less than 10 %.

Errors in the charge calibration affect the ratio since the drift heat term in equation
6.2 is much larger for electron recoils then nuclear recoils. With N, mis-estimated, E,
will not be the same in the numerator and denominator of equation 6.1. At-0.5 V bias,
however, it is easy to show that this causes an error in the ratio that is only 10% of the
error in the charge calibration. The charge calibration is probably accurate to better than
5%, thus this effect is less than about 0.5%.

Another potential systematic effect is that our estimate of the recoil energy does
not account for energy lost by recoiling nuclei when atoms are displaced from their sites
in the lattice. These crystal defects are known as Frenkel pairs. To the extent that this
energy loss is large, our estimate of R is distorted because E, is not the same in the
numerator and denominator of equation 6.1. The horizontal axis in figure 6.5 will also be
incorrect.

The measurements with conventional detectors, on the other hand, determine the
full recoil energy kinematically, and thus are not sensitive to this energy loss. The good
agreement between our results and those of Chasman seems to indicate that this loss is
small. Note finally that neither measurement alone can actually measure the energy lost to
defects, but that in principle a comparison of the two measurements can. A better method
still is to combine the two methods by using one of our detectors in a neutron beam.

Such an effort is currently being carried out by collaborators at Saclay, France.
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s2¢) M | discrimination abili J limitati

The neutrons fall within a defined region of the n-E, space of figure 6.4b. The
window drawn in figure 6.4a corresponds to the region in figure 6.4b in which most of
the neutrons lie. Note that although nearly all the events in figure 6.4a are from photons
or betas, a large number do lie in the neutron window. A measure of the background
rejection power of our detector is the ratio, &, of photon events in the neutron window to
the total number of photon events. As can be seen in figure 6.4a, some of the events in

the neutron window seem to be related to the 60 keV photons, while the others do not. In

table 6.3 we show &, separately for 55 keV<E,<65 keV and for E,<55 keV. The rejection
is even better above 65 keV, but this energy range, by equation 2.2, is interesting only

for very heavy WIMPs.

Table 6.3 Background rejection efficiency, &, estimated from figure 6.4a

E, Ep
55<E,<65 keV 0.008
E,<55 keV 0.15

A priori there are a number of possible explanations for the photon events in the
neutron window. One is that for these events, somehow, an excess number of phonons
are created. Given that we believe we recover the entire recoil energy in events as
phonons, this seems fairly unlikely. Another possibility is that some sort of timing
problem causes us to incorrectly identify the simultaneous signals. In fact we have
worked fairly hard to prevent this from occurring, as discussed in section 3.7, and from a

careful examination of individual events do not believe this to be the case. More likely,
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charge collection is simply not complete for these events. As we discussed in chapter 5,
there are a number of mechanisms that could be responsible for this.

Accepting this hypothesis, the tail of low 7 for 60 keV photons in figure 6.4a is
then presumably caused by the "dead layer" just underneath the implanted contact. We
know this dead layer exists because of the poor collection for 14 and 18 keV X-rays in
figure 6.2. This dead layer is related to the transition region between the implanted
contact and the high-purity bulk material. In chapter 5 we estimate that this region, if the
crystal is in an equilibrium state, should be only about 13 pm deep. About 1.5 % of the
60 keV photons, with their 0.86 mm attenuation length, stop in 13 um. In fact 5 % of
the 60 keV photons lie in the region of 7<0.8 in figure 6.4a. The transition region may
be wider than the estimate, or perhaps the collection is affected by a build up of space
charge beyond the calculated transition region.

It is important to realize that the danger of a surface dead region is not only
overall loss of fiducial volume. At 10 micron thick layer in an E2 size detector represents
only 2 parts in 103 of the volume. A bigger issue is that all low energy photons from
external sources will interact in this layer. The extent to which this is a problem will
depend on the nature of the radioactive background in the final experiment.

There may be ways to solve this problem. As discussed in chapter 5, preliminary
results show that an n*-p contact structure provides good charge collection even for very
low energy photons that penetrate a very short distance into the crystal. It remains to be
seen, however, if there are obstacles to using such a structure on at least one side of a
detector. It may also be possible to make the transition region between the implant and
the bulk very thin by intentionally doping the transition region. In an n*-p structure, for
instance, the number of p-dopants just under the contact could be increased. By equation
5.11 this reduces the width of the transition region.

The other population of events with poor charge collection appear to come from

the Compton-scattered photons that interact throughout the detector. These events do not

124




go away if the detector is grounded and exposed to a hot radioactive source for a very
long time, as described in chapter 5, and are present even at a bias of -0.8 V.

Our current hypothesis is that these events occur at the periphery of the detector
(i.e., at the outer radius.) It is known that charges on untreated surfaces can create local
electric fields that severely degrade ionization collection (80). When building E2, we
took no special precautions to treat this surface. Further, between the time of its
fabrication and when these measurements were taken, the detector had been exposed to
air, off and on, for well over a year. If this is indeed the explanation then it is reasonable
to assume that charge collection problems will occur to a depth comparable to the
thickness. The number of background (non-60 keV) events in figure 6.4a for which
charge collection is poor is =30% of the total, while the outer 30 % of the volume of the
detector lies in the outer 4 mm. We are currently performing tests of this hypothesis with
the 60 keV and/or other sources in various locations. We are also testing guard rings and

field shaping structures to try to minimize this effect if our explanation proves correct.

5.3 Projected perf in 2 dark matf iment

In the final experiment we will presumably construct a plot much like figure 6.4b
and a WIMP exclusion plot like figure 2.3 will be obtained by simultaneous fitting the
measured events to the sum of the expected signal from WIMPs and the background.
The spectrum of background photons and charged particles in the neutron window will be
well characterized.

Even without performing such a careful analysis, however, we can roughly
estimate the improvement to the exclusion plot that we can expect with our detector.
Typical WIMP energy deposition spectra are shown in figure 2.1. The rate depends on
the interaction cross-section between WIMPs and the target nuclei, and is highly model

dependent. The shape is roughly exponential, and, for a given target nucleus, depends
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only on the mass of the WIMP. If the data is plotted in terms of n versus E,, the WIMP
spectrum will be similar to the neutrons in figure 6.4b. We can construct the normalized
distribution of WIMPs on this plot, n(E,,7,ms), from the measured Lindhard ratio R(E,)
and the measured responses of both the phonon and ionization measurements.

For an exponential energy deposition spectrum, we can take the region in E, in
which the WIMPs lie to extend to twice the average energy, or 2<E,>. If the total WIMP

interaction rate is I';, then the measured rate is &I s, where

2(E, )
£ = JE.,. dE, [ n(E,,n,mg)dn. 6.5

E,4 is the recoil energy threshold of the detector, and the integral over 7 will be restricted
to a window similar to the one in figure 6.4a. Note that & depends on mg, E;p. The
number of events measured after a counting time ¢ is just
Ng=gIt. 6.6
Suppose now there are background electron recoil events (photons or betas) in the
WIMP window. Let the total background rate be I'p, and let the rejection efficiency (as
estimated in section 6.2c) be &. Note that the value of &, will vary with WIMP mass
because the window in E, depends on the WIMP mass. We expect to have &,Ipt
background events in the WIMP window, but by postulate cannot distinguish them from
WIMPs on an event by event basis. Since & is small, most of the background events lie
outside the window and the total number of background events, I'p¢, is large and well
estimated. We can then subtract £I3¢. events from WIMP window. However since this

number is small, it will have 10 fluctuations of 1/5,,1“ »t . If we require that the signal

exceed this fluctuation by a factor ng, then we will only be sensitive to WIMPs whose

T, zi’g-,ff-”ﬂ . 6.7
eV ¢

The sensitivity of the experiment thus increases as the square root of the counting time.

rate satisfies
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If, on the other hand, the number of photons in the nuclear recoil window (as
seen in figure 6.4a) can be eliminated by improvements to the detector, then we will be
sensitive to all the events given by equation 6.6. In this case the sensitivity of the
experiment increases linearly with time. Note that even if we do improve the detector to
eliminate most of the photon background, at the lowest energies the neutron and photon
regions will always merge as the recoil energy becomes comparable to the resolution in
both measurements. At best, then, we can expect that at low energies the sensitivity will
increase with the square root of counting time, while at higher energies it increases
linearly with time.

If the background is dominated by neutrons, the situation is much more grim,
since the WIMP rate we can measure will be directly limited by the neutron rate. Indeed,
if we see any signal at all, our first task will be to prove that it is not neutrons. Possible
strategies for doing this are well beyond the scope of this thesis. However, two general
methods may be useful. We can add neutron moderator, or change the amount of
moderator present, in order to test if a given component of the spectrum is from neutrons.
We can also use both silicon and germanium detectors. With two different target masses
and enough events, the mass and velocities of the signal particles can in principle be
determined.

To close, in figure 6.6 we show calculations by Kim Greist (81) of expected
WIMP event rates for a variety of SUSY models. The calculations include constraints
from cosmology and particle physics experiment. The measured rate has been taken
equal to the total rate for simplicity (i.e., we integrate equation 6.5 over all n) with Ey=0,
so that £=1), and the target crystal is taken to be isotropically pure 73Ge, which enhances
the rate for spin-dependent interactions. We have 800 g of this material, and plan to
construct detectors out of it.

Also included in figure 6.6 is the current exclusion limit from figure 2.3, and

projected exclusion curves calculated by a simultaneous fit of both the WIMP spectrum
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and the background, as described at the beginning of this section. We have assumed that
the detectors can be operated in a state-of-the-art low background environment, so that the
background spectrum is =2 event/kg/keV/day, similar to figure 2.2. The counting time is
taken to be 100 kg-days (e.g., 10 E2 type detectors for 160 days), and the rejection
efficiencies indicated are equal to 1/&.

We can roughly understand these curves from equation 6.7. For a 50 GeV
WIMP with <E,>=20 keV, the background expected over 0<E,<40 keV is &px (40
keV)x(2 events/kg/day/keV)x(100 kg-days)=£,x8000 events. For 99 % rejection
£,=0.01, and with ng=1.64 we are sensitive to 9 events by equation 6.7, or a rate of 0.15
events/kg/day. This is roughly what we see in the figure. For £=0.001 the rate is
=101/2 times lower. I conclude this thesis by noting that we should be able to see

WIMPs in a number of SUSY models!
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Figure 6.6 WIMP exclusion plot showing current limits and expected rates under three
different SUSY scenarios. Also shown are results anticipated with detectors made of 7>Ge
counting for 100 kg-days, and with the rejection efficinecies indicated. L
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The running procedure for the dilution refrigerator which I wrote is presented
verbatim in this appendix. Iinclude it to give some sense of what is involved in working

at 20 mK. Note that this document in and of itself cannot possibly be used to learn how

k4

to run the refrigerator. Such a manual would be quite long. This is instead intended to be
more like a checklist for people who already know how to operate the refrigerator, and

hence is admittedly not particularly comprehensible to the non-specialist.

REFRIGERATOR RUNNING PROCEDURE

Before you start checklist:
- LHe

- turbo pump
- Adequate thermometers
Atroom temperature
- check experimental wiring, thermometers
- install shields, vacuum can
- start turbo pump, turn on leak detector
- close needle valve, pump out pot
- do throughput test, record time to 1mm on still. (~5min)
- leak check VC after = 20 minutes of pumping:
- Indium O-ring, pipes, electronics box
- pot, by filling to 2-3 p.s.i. with He

- dilution unit
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- When throughput test is finished, close keg to back of pump, equalize
still and condensor pressures to do more sensitive leak check. Return
mix to keg.

- stop check, put at least 500 pm Hj in can

- put 20 liters LN in dewar, raise slowly. Leave large value on top of dewar ¢
open.

- fridge should reach 77K (as measured by thermometers) in ~3hrs.

At77K

- start pumping VC, start leak detector.

- bring pot to 2-3 p.s.i. He, blow LN out of dewar with N2 (~30 minutes).

- After LN quits coming out of dewar, pump dewar to < ~5mm with pot pump,
having closed pot line to pot at top of fridge, (and making sure the pot
pump is open to air on its exhaust). Begin leak checking, then fill dewar
to 1 atm with He.

~ - do throughput test through a cold trap (~45sec), then leak check as at RT.

- Pump pot to <Imm (with He gas in bath), then fill to atm while leak checking.

- Valve off VC, fill to 500-800 pm with H2.

- Shut down leak detector

Initial Transfer:

- Start with normal (fast) transfer (~ 3 p.s.i. in storage dewar) until VC pressure

is 200-300pm.

- Below ~200um, gently pressurize storage dewar via gas panel, so that temp as

read by resistors (Still and Cold Plate are best) slowly drops and gas is

i

steadily returned to chemistry (~4 turns/min). This is "slow transfer."
Monitor pressure in VC after putting He in storage dewar, don't let Hj freeze

out. Continue this at least until resistors reach their nominal 14 K values - the
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colder you get during slow transfer, the quicker condensing goes. Then
transfer normally until dewar is full.

- Slow transfer advice: Don't be in too much of hurry, a successful
transfer lasts 1.5 - 2 hours. You‘ don't need to watch the temp
constantly if you are conservative enough that you do not freeze out -
freezing out is almost never worth any time saved by transferring
quickly. I try to do something else while I transfer, otherwise I become
impatient, fiddle too much and freeze out. However, do not become
engrossed in something else and neglect the transfer, ten minutes of
mismanagement can turn the transfer into an ordeal.

- First fill the pot as follows. When the dewar is > ~20% full, pump on pot, then
open a needle valve (or both) 4 or 5 full turns. The pot pressure should go to
~ -28 " Hg quickly, then stabilize. After a few minutes the pressure should
begin to rise fairly quickly. Close the valves, the pot is now full. The pot
should cool quickly to ~ 1 K. (Caution: if there is not enough LHe in the
dewar to fill the pot, you will get confusing pressure behavior, and the pot
will not cool to 1 K.)

- Do a throughput test through a cold trap, then begin circulating, but with Keg 1
open to the back of the pump.

- When you like, close the keg to the back of the pump, and open it partially to the
still line. Do not let the condensor line pressure get above ~ -6 " Hg.
Continue in this way until you can fully open the keg to the still line (~ 20
min.) This is the final running mode.

- Apply 1-3 mW to the still. While warm, more is better; when cold 1 mW or
less typically needed. When cold, one should shoot for 60-100 pm pressure

in the still, regardless of power.
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- The fridge should reach 20 mK in about 2 hours.
Warm up:

Remove the mix: Close the last valve before the condensor, and begin pumping
the mix into the keg through a cold trap. You can stop pumping on the pot, and vent it to
chemistry return, however be certain that the return system is not vented to air
somewhere. Begin to gingerly add heat to the still, then the mixing chamber. (Use only
a couple of volts for the first few minutes: 2V = 10mW). You will first get the 3He out,
then the still pressure may well go to a very low value, say 10-20 um, at which point I
often get a bit more earnest with the heat, say 7V. Anytime you increase the heat, watch
the still pressure for a minute or so afterwards - there are long time constants in the
system.

In about 20 minutes the mix will all be out, change the pumping mode to evacuate
the entire panel and the condensor. Check that the keg has as much mix as you started
with. Keep pumping for a few more hours, or overnight.

Dropping the dewar and beyond: Not much to say here, just check the following:
The pot is empty, either because it is well above 4K, or because you've pumped it dry. It
is best to look at the V.C. when dropping the dewar, so change the plumbing if you just
pumped the dewar. Make sure you don't have the plumbing attached to the dewar in any
case. Finally, attach the counterweights before removing the bolts.

You can drop the dewar as soon as the mix is out and the pot is dry. However,
do not open the vacuum can until all parts of the fridge have come to room temperature.
Remove the In O-ring as soon as you drop the V.C., if you let it sit for a week it tends to

stick for some reason and is a pain.
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REFRIGERATOR SAFETY COMMENTS
ix irculation m

- Never turn on circulation pump without thinking about how much gas is in the
still line, and where it will go when you turn on the pump.

-If you get a plug in condensor, pump out mix, drop dewar slowly while

pumping plug from both still and condensor. If there is a lot of material in the

plug, be prepared to pump it to air instead of back to circulation system.

Vacuumcan (V.C)) system

- Never open valve(s) to vacuum can while at LHe.

- Never pump on VC with turbo pump unattended unless you remove and  blank
off turbo pump vent valve.

- Only He and H; gas are allowed in V.C. below LN2 temp. Remember that Hj

is flammable.
1K Pot system
- Avoid pumping on pot when dewar does not have He in it, otherwise you can
plug the needle valves.
Dewar handling ( ferring):

- Always make sure dewar has a vent path - either to air or chemistry return -
before putting LN or LHe in it. Never let dewar pressure rise above 3-4 p.s.i..

- Try not to let storage dewar get above 6 p.s.i..

- Only put He in a dewar once it has LHe.

igh T raisin i War:

- Be careful not to damage ropes with snags on sharp objects.
- Think twice before either unbolting dewar from frame, or disconnecting weights
from dewar. Make sure you won't drop the dewar.

- Never use an open flame or the heat gun anywhere near the support ropes.
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Pre-run_checklist

-LHe
- Use of turbo pump
- Correct thermometers

- Parasitic tests

Post-run_checklist

- Note final pressure in keg 1. Clean cold trap, unless otherwise agreed upon, in
which case fill LN dewar for trap. Turn off water.

- Leave storage dewar in reasonable state: if it will go dry before others can
reasonably fill it, then you should fill it.

- Put away all cables, boxes, etc.

- Drop dewar, open can, remove In o-ring, remove sample holder can (keep track

of your own washers/spacers for SHC)
- Clean up all papers, graphs, etc.

- Note, and arrange to fix any broken equipment
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Appendix B: Thermal conductance at low temperatures

This appendix containes a simplified discussion of thermal conductance at very
low temperatures (at or below a few kelvin). Although everything here can be found
elsewhere, I decided to write this section because a few simple arguments essentially
explain all the important ideas involved in the mechanical aspects of the experiment such
as wiring and mounting. These same ideas also underlie the much of the physics of the

phonon measurement.

B.1 Bulk nductivi

The power, P, that flows through an area A in an object with a thermal gradient in

one direction (such as in a wire) is related to the thermal gradient, dT/dX, by

dX

where «xis the thermal conductivity. The thermal conductivity contains all the information
about the material, and in general is temperature dependent.

Microscopically, the conductivity is thought of as heat being transported by
thermal "carriers". In metals both electrons and phonons serve as carriers; in insulators
only phonons can be carriers since the electrons cannot move freely. It turns out that the
transport process is fairly well described by the following simplistic argument (69).
Consider a carrier moving randomly with an average velocity v, that at one instant
happens to be moving in the direction of the thermal gradient. Between successive
scattering events it transports an energy 6E=c8I" where c is the carrier heat capacity and
ST is the temperature change in the travel distance. The distance traveled is the average
scattering length, A. Roughly 1/6 of the carriers move in the direction of the gradient at

any time, thus the total flux in this direction is 1/6nv, where n is the carrier density and v
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the carrier velocity. An equal number travel in the opposite direction, transporting an
energy E=-c6T from the cold region to the hot. The total heat transported along the
gradient through an area A per unit time, then, is dE/dr=P=1/3nvcA OI'. Comparing this
to the definition of thermal conductivity in equation B.1, and with dT/dX=6T/A, the
conductivity is

K= %vlC B.2
The product nc has been written as C, the bulk heat capacity of the thermal carriers. The
behavior of k with temperature is in general complicated , since v, 4, and C can depend
on temperature. At very low temperatures, however, the situation is a bit simpler.

The velocity of phonons is a function of the lattice stiffness. Although the
stiffness of a material can change when first cooled below room temperature, at low
temperatures it is essentially temperature independent, and hence so is v. The heat
capacity is the product of the specific heat, dE/dTa.d(kT)/dT=k, and the number density
of phonons, which is proportion to 73 at low temperatures. Thus CoT3. (This result
that noT3 is the same as for photons in a blackbody. In both cases the energy density u
is the energy, T, times the density of states n, so uaT4.) The scattering length at high
temperatures is dominated by phonon-phonon scattering, but at low temperatures this
process is negligible since the number of phonons drops off like 73. Scattering occurs on
impurities and defects in a material, or the boundaries of the material. Some of these
scattering processes depend on the phonon wavelength and thus are temperature
dependent, some do not. If A were independent of T then xoT3. In practice for many
insulators k is proportional to 7 to a power between 1 and 3.

Electrons also scatter mainly on phonons at high temperatures and on impurities,
defects and boundaries at low temperatures. Because only electrons with the Fermi
velocity are important, the scattering length A and the velocity v in equation B.2 are

independent of temperature. The heat capacity of the electron system is proportional to
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number of electrons near the Fermi energy that can change their energy level, which is
proportional to T. Thus for electrons xoT.

Since at low enough temperatures 7 is much larger than 73, electrons dominate
the thermal conductivity of metals, and metals have a much larger conductivity than
insulators. The electrons in a superconductor are bound in Cooper pairs and cannot
change their energy, thus they cannot serve to transport heat. Below the transition
temperature some electrons are still in the normal state, but their number drops off
exponentially. Well below the transition, then, only phonons can conduct heat, and the
superconductor be;haves like an insulator in terms of thermal conductivity.

Unfortunately not much data exists for thermal conductivity of various material at
very low temperatures. For many years, figure C.1, from the well-known book by
Lounasmaa (82), was one of the few large data sets. Additional values can be found in

the new book by Pobell (83).

B.2 Wiedemann-Franz Law

The thermal conductivity of a metal is related to its electrical conductivity since
electrons act as carriers of heat as well as charge. The electrical conductivity, o, is
defined via j=0F where E is the applied electric field and j is the current density. This
density is envy, where e is the electrical charge and vy is the drift velocity due to the
electric field. The drift velocity is given by the acceleration times the average scattering

time 7, or vz=(eE/m)T where E is the electric field and m the electron mass. The scattering

time is the scattering length v divided by the Fermi velocity, so that

2
o= e nl B.3
my
The ratio of thermal to electrical conductance is then, from B.2 and B.3
x mw(k)
—= ——(-—) T B.4
o 3\e
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where the scattering length has scaled out, and the Fermi velocity is written in terms of
fundamental quantities. This result is known as the Wiedemann-Franz law. The T term
comes from the thermal conductivity, and the coefficient of T, known as the Lorentz
number, has a value of 24.5 nQ/W/K2.

The Wiedemann-Franz law is not always valid. In poor conductors the lattice can
contribute appreciably to the thermal conductivity. Also, at temperatures below the Debye
temperature of the material, electrons undergo small angle scattering which has little effect
on the electric current, but which impedes the thermal current. Thus the actual thermal
conductivity can be substantially less than given by equation B.4. At temperatures near
the Debye temperature of a material (which is often about room temperature), however,
energetic phonons cause large angle scattering and Wiedemann-Franz is valid. Itis also
usually accurate at our very low temperatures, since in this case inelastic scattering on
impurities dominates both the thermal and electrical current flow. However see the

warning in Pobell (83)about its use at low temperatures.

B.3 Tl l juction at a boundary bet cerial

Another important phenomenon in low temperature experimental work is heat
flow across the boundary between two materials (84). The conduction due to phonons
results from both objects acting essentially as blackbody phonon emitters. The power
that flows through an area A from an object with a temperature 7} to an object at T, with
Tp>T, is

P=aA(T)*-TA). B.5
The constant a is the product of the Stephan-Boltzmann constant and a term describing
phonon emission from the lattice of each material. Note that for a small temperature

difference, Ty=T+0T, this becomes P=4aAT 36T, and the situation can be described by

a thermal conductance that varies as T3, just like phonon heat flow within a material.
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Numerous measurements by our group have established that between germanium and
glue the constant a is approximately 4x10-5 W/K4/mm?2.

Finally, If there is an electrical connection between the materials, an approximate
estimate of the thermal conduction from electrons can be made using the Wiedemann-

Franz law, equation B.4.
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Appendix C: Wiring and heat sinks

C.1 Wiring heat load

The basic equation that governs one dimensional heat flow, as discussed in

appendix B, is

P=K‘A£ C.1
dX

where P is the power that flows through an area A when driven by a thermal gradient
dT/dX. The conductivity, x, depends on temperature and also position since the
temperature depends on position. If a piece of material has only a small temperature

difference over a distance L, then equation C.1 can be written as P=GAT. G, the thermal

conductance is given by

G=Ké,
L

and «xis evaluated at the average temperature. When the temperature difference is large,
we use the fact that the power flow is constant along the wire. Rearranging equation C.1
and integrating,

Pj:fix =AjTT" xdT

so that
P= %jf: kdT c.2

where L is the length of the wire, and the hot and cold ends are at temperatures T and T,
respectively. This equation gives P directly, but can also be used, with P known, to find
the temperature profile L(7).

For normal (non-superconducting) metals at temperatures below about 10 K,
k=gT, where the value of g can be extracted from a plot such as the one in figure C.1. In
this case

P =g%%(T§ -T?).
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Figure C.1 Thermal conductivity of various materials below 1 K from (82).
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Unless the two temperatures are very close the lower temperature term is usually
negligible, and dropping it introduces errors that are much smaller than the typical

uncertainties in g. Finally,

A2
P=%ngh

In terms of practical units for a wire of diameter @ (where 1 mil=0.001 inches), this is

2 2
- 8 Nem) )
d 3nwx(0.5W/K/m2X5mil) L \x)"

Alternatively, the Wiedemann-Franz law relates gA/L to the electrical resistance R  at low

25 QY T, )
Pz%“WX(T )(?5)

The power flow at temperatures above about 10 K can in principle be found from

temperatures, so that

equation C.2 if k(T is known. For many common materials the integral of x(7) between
room temperature to 77 K and between 77 K and 4 K is tabulated. A starting reference
for these values is White (85).

Typically in a cryostat there are a number of intermediate temperature stages of
some sort between room temperature and base temperature. For example many liquid
helium (4 K) systems have a liquid nitrogen (77 K) stage, and in many dilution
refrigerators there are stages at the temperature of pumped helium (=1.2 K), at 0.6 K, and
at 50-100 mK, in addition to the coldest stage. The amount of power that each of these
stages can accept without warming significantly increases dramatically with the
temperature of the stage. Table C.1 lists the heat loads tolerable on each temperature
stage of the model 75 dilution refrigerator used for this thesis. Because the power carried
by a wire basically depends only on the temperature of the hot end, this means that it is
advantageous (in terms of heat load at least) to bring the wire to an intermediate
temperature stage between desired end points. The intermediate stage can always more
easily handle the power dumped on it than can the cold stage, and the resulting power on
the cold stage is always less than if the intermediate stage were bypassed. A final
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comment is that in super-insulated dewars that have no liquid nitrogen, wires running
from room temperature to 4 K are often designed to be cooled by the vapor of boil-off
gas from the liquid helium bath. In this case the vapor effectively acts as an intermediate
temperature stage. For low resistance current-carrying wires used for magnets this

technique can be essential.

Table C.1 Approximate powers tolerable at various temperatures in the
dilution refrigerator without sacrificing refrigerator performance.

T (K) Tolerable Power (W)
4 0.03=1 liter of liquid He/day
1.2 order of 0.01
0.6 0.5x10-3
0.1 5x10-6
0.02 0.5x10-6
C.2 Heat sinking "tt "

Installing the wiring on a cryostat is typically much more of an art than a science.
While a number of ideas for wiring heat sinks can be found the standard low temperature
references mentioned above, and especially in Richardson and Smith (86), there is not
always a careful discussion of the performance of heat sinks. This may be because of
large uncertainties in the bulk thermal conductivities of materials and in the thermal

properties of boundaries between materials. Heat sink design often seems to consist

%2

merely of copying someone else's working system. This is in fact how I wired our
apparatus, stealing ideas from the groups of John Clarke and Dick Packard in our

department.
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However we do not have this luxury in the full scale experiment we are now
beginning to build, since we will have a great many wires and will need to understand in
more detail where power is going. For this reason I decided to write down a few ideas
about heat sinking that I have had over the last few years. What follows is not a well
developed theory, and may have serious deficiencies. Hopefully, though, it can be of
some use.

A wire is heat sunk by mechanically connecting it to a heat reservoir (usually
made of copper) with a thin electrical insulator in between. This is shown in figure C.2a
where power flowing in the wire from some distant point at high temperature enters the
heat sink at point A. The goal is to have the wire at the same temperature, T, as the heat
sink when it exits at point B. The temperature profile of the wire can be found exactly by
using the three dimensional analog of equation C.1. The conductivities of the metals and
the insulator in principle vary with temperature and hence position, and the boundary
resistances between the insulator and wire and between the insulator and reservoir must
also been taken into account. Given the typical uncertainties in the material properties,
however, an exact calculation is often not warranted.

A simpler approach is to consider a linear approximation appropriate for small
temperature differences. The system is taken to consist of a thermal resistance R,, along
the wire and a resistance R; between the wire and heat sink, as shown in figure C.2b
Both resistances are calculated assuming the material is at the heat sink temperature T.
The resistance between point A and the reservoir has been labeled Ry, which is not in
general equal to R; because of the fact that R; is distributed along R,,. Following the heat
sink at point B is a resistance Ry, which represents the continuation of the wire and
whatever else it is ultimately attached to. The end point temperature on the other side of
Ry, T, may in general be a lower temperature than T.

The input point A sees a resistance to T that depends on the relationship between

R; and R,. In many cases, the "wire" in the heat sink region is made of a very good
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electrical and thermal conductor, such as copper metalization on circuit board. In this
case R,, is very small, and R,=R;. The heat sinking then relies on Ry being large.

On the other hand, if R,, and R, are comparable, the value of R, can be found by
conceptually breaking the heat sink into a large number of segments, as shown in figure
C.2c. Each segment has a small wire resistance, R,/N, and a large resistance to the
reservoir, NR;, where N is the number of sections. For N very large, Ry is the sum of

R,,/N and the parallel resistance combination of NR; and Ry itself. Symbolically,
R RW + NRSRX
X

" N NR+R,’

or

R
R? =R, +RR,.

Letting N—oo, this becomes

R, =+/RR, ,
reminiscent of the electrical impedance of a coaxial cable. If R«R,, then this formulation
is probably not correct.

The heat sink resistance, Ry, is the sum of the resistance of the insulator, R;, and
the thermal boundary resistances, Rj, in the system. The insulator's resistance is
decreased by making the it as thin as possible. However the electrical capacitance
between the wire and the thermal reservoir (which is usually at electrical ground) is
thereby increased. Indeed, the electrical capacitance of the heat sink, C, and the thermal

conductance of the insulator have the same geometrical dependence so that
G,' K

C ¢
where € s the dielectric constant of the insulator, and G;=1/R;. In principle the insulating
material should be selected for large x/€; in practice the insulator is usually a glue picked

for mechanical properties and for which neither x nor € is well known a sub-kelvin

temperatures. Finally, since R=2Rp+R;, (Where the 2 reflects the fact that there are two
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boundaries) the capacitance can be minimized by increasing the thickness of the insulator
until R; is on the order of 2R,

The heat sink works when the input power at point A, P;, is diverted to the heat
sink instead of continuing along the wire. If R,«Rj, then the circuit can be simplified as
shown in figure C.2d. If the end point temperature, T, is equal to T (for instance, if
this is the last heat sink), then the "leakage" power that continues past the heat sink along
the wire is

R; C3

Ry +R;’

P =P

We must have Rx«R; in order for P; to be small. In addition, the wire in the heat sink will

be warmer than T by an amount

R.R
8T =P, —L—= C.4
R, +Ry

If this temperature rise is not small, then the calculation of the conductances at the
temperature T will not be valid. If T.<Ty, then the situation is a bit more complicated
because even in the absence of the input power, P;, there is a power flow across Ry
driven by the difference between T and T,. It is easy to show, however, that in addition
to this inevitable power flow there will be a leakage of any input power, P;, again given
by equation C.3, and a temperature rise given by C.4.

In the case that the conductor in the heat sink has an impedance comparable to Ry,

then Ryin equation C.3 is replaced by the sum of Rrand Ry, and R; is replaced by R;.
irin

There are three systems of wires on our cryostat. The first is a set of unshielded
manganin wires used mainly for thermometry. Because of the large capacitance these
wires have between each other and to ground they are only useful at low frequencies, and

hence are referred to as "DC" wires. The section between 1.2 K and room temperature

148




was installed by the refrigerator manufacturer, we installed the wiring below this. The
heat sinks are made by gluing a copper heat sink to copper traces on a printed circuit
board with a piece of rolling paper in between to prevent electrical shorts. The glue used,
stycast 1266 epoxy, has a very low viscosity and soaks through the paper to form a fairly
solid insulating layer about as thick as the paper, or 50 um. Connectors are soldered onto
the edges of the printed circuit board, and high-resistance manganin wires run between
the temperature stages. Each copper strip is 1 inch x0.05 inch, which gives a capacitance
of 17 pF per wire per heat sink. Because of the large wire-to-wire capacitance, however,
the total capacitance of any wire to ground has been measured to be =4 nF.

A full calculation of the properties of the wires below 1.2 K is given in Worksheet
C.la, which was created with a software package called MathCad. The power loads
from the wires are quite low compared to the powers of =1 mW, =10 pW, and =0.5 pW
that the refrigerator can tolerate at 600 mK, 100 mK, and 20 mK temperature stages,
respectively. All the heat sinks also work well in terms of having low leakage power and
a small temperature rise. The leakage power at 20 mK, =2x10-13 W is about an order of
magnitude lower than what is just noticeable in most of our experiments. It is clear,
however, that heat sinking becomes increasingly difficult at the lowest temperatures.
Note also that the boundary resistance dominates the heat sinking at all but the highest
temperature. A more optimal design would have increased the insulator thickness to
decrease the capacitance.

There is also a set of coaxial cables on the refrigerator with stainless steel outer
conductors and superconducting inner conductors. The thermal properties of this system
is shown in worksheet C.1b. The cables are heat sunk by mechanically holding them
against a sheet of copper and liberally covering both the cable and copper with a silver-
filled paint. This forms a very intimate electrical connection between the braids and
copper sheet. The sheet of copper is actually one side of a copper-kapton-copper

composite that electrically isolates the outer conductors from the refrigerator in order
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control the grounds in the system. The surface area of the copper-kapton boundary is =1
inch2, so that the braid is very well heat sunk. The inner conductor is heat sunk through
the cable dielectric. At and above 4 K the coaxial cables are no longer superconducting,
but the heat sinking at 4 K is done in the same way as for the superconducting cable.

The most critical wiring involves the signal wires which run from the experiment
to the gates of the FETs which serve as the input of the amplifiers. The thermal
properties are calculated in worksheet C.1c. These wires were designed to reduce both
microphonics noise and capacitance, and are discussed further in appendix D. I note here
only that the heat sinks used have a thick insulator which optimizes the trade-off between

capacitance and thermal conductance, as discussed above.

C.4) FET installati

The FETs are installed in a brass housing box which is thermally anchored to 4
K. The system in our refrigerator was designed and first tested by Carol Stanton, who
described it in her undergraduate thesis (87), though the technique has been widely used
elsewhere. I will describe it briefly here for the sake of completeness. The FET noise is
minimized at a temperature of =140 K. This is achieved by mounting the FET atop a
fiberglass post 0.5 inches tall, 0.075 inches in diameter, and with a 0.0065 inch wall
thickness. Manganin (0.003 inches @) wires run from the drain, source and gate of the
FET to connectors in the body of the box. Two more manganin wires run to a resistor
attached to the FET which is used as a heater. The thermal conduction along these wires
and the fiberglass post is such that, ideally, the operating power of the FET maintains the

FET at 140 K with the box at 4 K.
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Worksheet C.1a. (page 1)

DC wires on the 75 Fridge (an units Mks)
T, =.02 T, =12

T, =1 T5 =4

T; =.6 i=1..4

Wire heat loads

rwire :=-%-.006-25.4- 1073 Lwire :=0.1 Awire := 7-rwire? Awire = 1.82°10 °

Temperatures:

ko

.o -2 . . Awire gwire 2 2
guire 1252102 By =2 B[ (7,4 )7 = (T)) ]

xwire, .= gwire: T;
Pi (W) T
45510 1| [2-1072
1.66:10 ° | [1-10°} This is fine
51210 ° | [6:10 !
691-10 8 | |12

Heat sinks:
As = (1-254-10 3)-(.05-254-10°3) d:=.002254-10°°  As=32310 >
£ =3 Cs i=e-9-10 1288 Cs= 17110
xglue; :=0.049-(T,)! %% ai=143-10°

_As — 3

Gglue, -——(-i-wcgluei Gboundary; = As-a(T;)

— -1 -17T! . ._ Awire .
Gs; :=| (Gglue;) ~ + 2- ( Gboundary; ) ] Gwire, ko *KWwire;

WIre

Pl = [(Gmi)—l + (6" ] Pi. O, :=1>i..[(G“’i“’i)-l"'(Gsi)_l]-1

GS' ! ! ! GSl * GWiIel

1
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Worksheet C.1a_ (page 2)
Results: cinwk, Pinw, Tink)

Gglue; Gboundary,  Gs; Gwire, Pl oT; T;
13510 [3.60-10°7| [1.82:10°77| | 1.9-10710| |4.74-10 14| | 25104 |2:10”"
32610 4| la.61-10°5| [2.15-1075| [9.49-10719| [7.31-10 14| [7.72-1073|  |1-107!
1.13-10"2| 9.96-1073| [3.46-1073| |[5.69-10°° | [8.43-10 17| |1.48-10°%| |6-10"'
44610 2| [7.97-10°2| [2.11-1072| |1.14-10°8 | [3.73-107 14| |3.28-10° 8| |12

The heat sinks work well

Heat sink conductances

0.1 T I

Gboundary, 1°10°6 /s 4

- — ///
Gs. /

_i 110 'k .

1°10 3 —

1°10 2} -

1+10 10 L '
0.01 0.1 1 10
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Worksheet C.1b_(page 1)

Coaxial cables on 75 fridge

(All Units MKS)

Temperatures:
T, =.1

_ T, =.6
Braid heat loads

Lbraid := 0.1 Rbraid := 7.3 Lbraid
Pi; (W) T,

1.61-10 19| |2-1072

587-10 ° | (110! This is
1.81-10 8 | [6-107!

244-10 7 | |12

T, =.02 T, =12

TS =4 i.=1..4
L ._24510° _ . ghraid 2 2
gt 1= P = [T P (1]

This is using Wiedemann-Franz

fine for fridge

Heat sinking of braids:

As 1= (25.4-10 3)-(25.4-10 3)
xinsulator; = 0.03+(T;)?

As |
Ginsulmori = T Kmsulz\tori

. . -1 -17!
Gs; .:[( Ginsulator;) ~ + 2-( Gboundary; ) ]

[ ¢ Goraid)™" + (Gsi)-l]-l

d = .002-25.4-10 3

This is for nylon, | don't
know the value for kapton

As = 645710 ¢ a:=143-10°
Gboundary; := As'a-(T,)°

w

[ (Goraig, )™ + (Gsi)-l]_l

Pl 1= .Pi.  OT. :=Pi. :
1 GSl ! 1 1 GSI‘GIJI'mdl
Results: (Gin WK, PinW,TinK)
Ginsulatori Gboundary, Gsi Gbraidi Pli 8Ti Ti
) 15210 4| [7.38-10°| | 3.6107%| 671-20710 | 3-10 1% |4.47-1073| |2:1072
381-10°3| [9.23-10 4| |4.11-10°4| [3.36-10 2 | [4.79-10 14| [1.43-1073] [1-107]
137-10° Y |1.99-10° Y| |5.77-10°2] |2.01-1078 | |6.32-10 13| [3.14-10 7| |6-107!
5.49-10" ! 1.59 32510 }| [4.03-1078 | |3.03-10 14| |7.52-10° 7| |1-2

No suprise: the heat sinking of the braids
is trivial
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Worksheet C.1b (page 2)
Coax. continued
Power from inner con r

rwire:=';"-005'25.4-10-3 Lwire =0.1  Awire := mrwire’ Awire = 1.27°10 °
(W)

T
i+1

. . . Awire This is using conductance
x(T) =078 Pi -"_'J X(TAT N

o 12 o

::2 :3‘ o 10:2 Very small
s 1-10 !

4.8310 6101

1.68-10 12

Heat sinking of inner conductor

Ls :=25.4-10°3  roraid :=.001 Ai=2-mrwirels  Ai= 1.01°10 0
= Vears 1d- - * 4
insulator, ©=30-1073-(T;)? Ao :=2-mibridLs - Ao = 1.6°10
a:=143-10°

. . . Ls
Ginsulator; = 2-7- xinsulator;: —————s Gboundaryi; 1= Aira (Ti)3

ln(rbrai )
Twire Gboundaryo; := Ao-a(T; )3

- - =111
Gs; :=[(Ginsulatori ) 1+(Gboundmyii) 1+(Gbound:m/0i) 1]

Gwire, 1= . (T,
WIre

Lwire !_——"
GWSi = GWlTel Ls le = Gsi'GWSi

PL = [(Gwmi)-1 + (Gxi)—l]-l-Pii 8T. :=Pi.- [(Gmi)_l * (Gxi)_l]

Gx; ! ! Gx;- Gwire;
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Worksheet C.1b_(page 3)

155

Gsi Gwsi
Results: i i - 9.42-10°8| |2.69-10711
es ;. (Gin WK, PinW,TinK) . .
7.64-10 8| |5.28-1071°
51610 4| |1.4510°8
2.26:10 3| |[5.24-1078
69510~ 7| [1.1610°7| |1.83-1079| [1.59-107°| |6.83-10712| |1.99-10" 14| |2.91-1073| 210”2
17210 5| |1.45-10°5| [2.28-10 4| [6.35-10°8| [1.34-10719| |1.63-10"2 [1.21-10 2| |1-10”
62510 2| 3.13-10-2| [4.93-10°2] [2.74-107¢| |3.69-10°° | | 6.5-10 !2| [1.76:10 3| |6-10!
2510 3| | 2.510°2] [3.94-1071| [1.09-1073| [1.33-10°% | |2.05-1071°| |1.54-1072| |12
This looks good on paper: The question is, how good is the contact
between the insulator and the metal in the coax? (Maybe good
because the insulator thermally contracts onto the wire, and silver
paint coats the outside.)
Heat sink conductances
1
0.1 F -
0.01 -
X 0.001 -
Gwmai
1410 4 -
Ginsulator. -5
11710 CF —
Gboundaryii 1°1 0‘6__ -
Gboundaryoi 1'10_7— -
—-= o8l ]
Gsi 1°10
1°10 °F -
1110 10 -
110 - -
10712 ! !
0.01 0.1 1 10




Worksheet C.1c_ (page 1)
Gate wires on 75 Fridge (All units MKS)

T, :=.02 .
1 = ..
Temperatures: — Ty =4 i=1..2
T, =12
€
Wire h lo
.. C e . em .- . e - 1
Rwire, i=.01 Rwire, :=1300 Rwirey =.01  i:=1..3 gwire 1=24.510 9-m
. 1
. . BVIi4 1 2 2
i=1.2 Py =— '[(Ti'l' )" = (T) ] Using Wiedeman-Franz
Pp (W) o
10”11 -
13610 5102

17810 ° | [12

Heat sinks:

Ls:=.002 rol :=.00125 ril :=.001 €:=6 eo:=9-10 12

Everywhere here

.002 "o" refers to outer radius,
Cs =216 €0 1 dl i" refers to innerradius
(rol + .51 -12
ril + .5_1 Cs =44 10
0

- r—ry. . 1_ 2 o hersS
xglue; :=78-10 4'(Ti)1'8 Ao .:=2'm (rol Ls+-Z Ls) Ao =2.2°10

.. . 1.2
xglue. Ai =2-¢- (nl~Ls+ —-Ls) . einS
Gglue; :=Cs- : 4 Al = 18810
€ €0
a:=143-10° Gboundaryo, :=Aoa(T;)’  Gboundaryi; = Ai-a(T;)
- - -1711
Gs, ::[(Ggluei) ! + (Gboundaryo; )" ! + ( Gboundaryi, ) 1] Gwire; 1= gwire; T;

- -111 - T
[(Gwinei) '+ (Gs) 1] [(Gwirei) L+ (Gs)) 1]
pl, i= Pi.  OT. :=Pi

GSi ! ! ! GSi' Gwir T<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>